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Abstract- This paper deals with all artificial neural networks that have been implemented for object detection 

in the past decade. Although there is extensive work on object Detection based on ANN [1], we have made a few 

selections. For this reason, only articles published by peer reviewed journals are taken into account. In addition 

to magazine articles, this paper also contains good conference contributions to ANN for object detection. All 

articles are grouped according to implementation techniques and further divided into sub-techniques. Our main 

goal is to provide every detail related to ANN for object Detection so that this paper is very helpful for readers 

who are looking for the complete literature on ANN for object Detection. 

Index Terms— ANN-Artificial Neural Networks, Object Detection. 
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I. INTRODUCTION 
 This review is completely different from previous reviews because it only deals with articles that relate 

to ANN object detection schemes. It covers implementation techniques used by ANN researchers for object 

Detection, as well as articles published by well-known publishers of international journals. All research has been 

broken down into the number of groups, and each group contains only the work dealing with the same 

techniques. Each group is worked out in detail and at the end of each group a short summary method is 

described, which covers important parts of their work. Finally, this review concludes with some existing 

challenges in implementing the ANN for object Detection. Finally, it shows the future trend and the limits. As in 

previous years, significant efforts have been made to investigate research in traditional applications such as 

Mobile Vision Application [39], Image Detection [37] and Large Format Image Detection [36], Small Object 

Detection [26] and Image Segmentation [14], real-time Object detection [16] etc. The proposed review included 

all papers including their scope. The following table: 1 is an index showing which main points for describing the 

ANN for object Detection are dealt with. 

 

II. ARTIFICIAL NEURAL NETWORKS 
The human brain is the connection of a large number of biological neurons, as shown in Fig. 1. The human brain 

is one of the most complicated things. The brain consists of approximately 10
10

 neurons. Each neuron is 

connected to around 10
4
 other neurons. A neuron is a small cell that receives an electrochemical signal as an 

input from its various sources and then sends electrical impulses to other neurons. 

 

Table 1: Index 

I Introduction 

II ANN 

III Characteristics and Application of ANN 

IV Object Detection Using ANNs 

V Classification of ANN for Object Detection 

VI Implementation Techniques of ANN 
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VI A CNN 

VI B (i) RCNN 

 (i) Fast RCNN 

 (ii) Faster RCNN 

 (iii) Improved Faster RCNN 

VI C Single Stage Networks 

 (i) YOLO 

 (ii) YOLO 9000 

 (iii) Tiny YOLO 

 (iv) SSD 

VI D Very Deep CNN 

 (i) GoogLeNet 

 (ii) ResNet 

 (iii) DenseNet 

 (iv) Mobile Net 

 (v) ThinNet 

 (vi) Comparison Table 

VII Conclusion 

VIII Future Scope of ANN for Object Detection 

 References 

 

 A neuron is made up of a nucleus - a cell body known as soma. Long, irregularly shaped filaments, 

known as dendrites, are attached to soma as shown in Fig. 2. The dendrites behave like input channels. Another 

type of connection associated with the soma is the axon. The axon is electrically active and serves as an output 

channel. The axon ends in a special contact called Synapse, which connects the axon to the dendrite connection 

of another neuron. A neuron receives an electrochemical signal as input, simply sums up the input and produces 

an output. 

 The behaviour of a biological neuron can be determined by a simple model, as shown in Fig. 3. Each 

component of the model has a direct analogy to the actual components of a biological neuron and is therefore 

referred to as an artificial neuron. It is the model that forms the basis for artificial neural networks (ANN) [2]. 

The word ANN refers to the connections between the artificial neurons in the different layers of each system. 

An example system consists of three layers. The first layer has input neurons that send data to the second layer 

of neurons via synapses and then to the third layer of output neurons via further synapses. More complex 

systems have more layers of neurons, with some having more layers of input and output neurons. The synapses 

store parameters called "weights" that manipulate the data in the calculations. An ANN is usually defined by 

three types of parameters: 

1.The interconnection pattern between the different layers of neurons.  

2. The learning process for updating the weights of the interconnections.  

3. The activation function that converts a neuron's weighted input to its output activation. 

 

 
Fig 1: Neural Network in human brain 
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Fig 2: Biological Neuron 

 

 
Fig 3: Artificial Neuron 

 

III. CHARACTERISTICS AND APPLICATION OF ANN 
 An ANN consists of a large number of neuron-like processing elements. All of these processing 

elements have a large number of weighted connections between them. The connection between the elements 

offers a distributed representation of data. A learning process [2] is implemented to acquire knowledge. ANNs 

learn using examples. The ANN architecture can thus be trained using known examples. Therefore, they can 

identify the new objects that have not been trained before. ANN can process information in parallel, at high 

speed and in a distributed manner. 

 The two most important areas in which ANNs have great application potential are Speech and Image 

processing. In speech processing, ANNs are used for vowel classification, the Detection of vowel-consonant 

segments, the Detection of stop-consonant-vowel utterances in Indian languages, Net Talk, Phonetic Type 

Writer etc. In image processing, ANNs are used to recognize symbols, to recognize handwriting, to recognize 

objects in an image, to segment images, to classify and segment textures, etc. The other general areas in which 

ANNs can be used are art, bioinformatics, forecasting, healthcare, intrusion detection, communication, robotics 

and pattern Detection. 

 

IV. OBJECT DETECTION USING ANNs 

 Object Detection is a computer vision technique for locating instances of objects in images or videos. 

Object detection algorithms can be implemented either in machine learning or in deep learning to achieve 

meaningful results. When people look at pictures or videos, we can recognize and localize objects of interest 

within a few moments. The goal of object detection is to replicate this intelligence using a computer. A variety 

of techniques can be used to perform object Detection. Popular deep learning-based approaches using 

convolutional neural networks (CNNs) [5] such as R-CNN [14] and YOLO v2 [30] automatically learn to 

recognize objects in images. 

There are two important approaches to start object detection using deep learning: 

• Create and train a custom object detector. To train a custom object detector from scratch, the network 

architecture must be designed to learn the functions for the most interesting objects. In addition, a very large set 

of labeled data must be compiled to train the CNN. The results of a custom object detector can be remarkable. 

That means you have to manually set up the levels and weights in the CNN, which takes a lot of time and 

training data. 

• Use a pretrained object detector. Many object Detection workflows use deep learning leverage transfer 

learning, an approach that allows you to start with a pre-trained network and then optimize it for the right 
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application. This method can deliver faster results because the object detectors have already been trained on 

thousands or even millions of images. 

 

V. CLASSIFICATION OF ANNs FOR OBJECT DETECTION 

 The ANN techniques for object Detection can be classified as shown in Fig 4. All research work that 

deals with object Detection is grouped and further divided according to the implementation techniques used. 

The first group is object Detection based on the Convolutional Neural Network (CNN). The second group is 

based on regional CNN (R-CNN). The third group is based on a single stage network. The fourth group is based 

on very deep CNN. 

 

VI. IMPLEMENTATION TECHNIQUES OF ANNs 

 Object detection is a key technology behind Advanced Driver Assistance Systems (ADAS) that allow 

cars to recognize lanes or pedestrians to improve traffic safety. Object detection is also useful in applications 

such as video surveillance or image recovery systems. Many object detection algorithms based on ANN have 

been proposed in recent years and have achieved good results. The important unit for measuring the success rate 

of these algorithms is the top 1 and top 5 error rate. 

Top 1 error rate: Defined as a percentage of the time that the classifier did not give the correct class the highest 

probability rating. 

Top 5 Error Rate: The percentage of time that the classifier did not include the correct class among the top 5 

probabilities or guesswork. 

VI A. Convolutional Neural Network (CNN) 

Keiron O’Shea et al. [5] described a brief introduction to CNNs and discussed recently published articles and 

newly developed techniques for developing these brilliantly fantastic image Detection models. This introduction 

will familiarize you with the basics of ANNs and machine learning. 

Alex Krizhevsky et al. [8] used a Deep CNN to divide the 1.2 million high-resolution images in the ImageNet 

LSVRC 2010 competition into 1000 different classes. They achieved a top 1 and top 5 error rate of 37.5% and 

17.0%, which is significantly better than in the previous work. They used five folding layers, some of which are 

followed by max pooling layers and three fully bonded layers with a final 1000-way softmax. To reduce the 

over fitting, they developed a regularization method called Dropout, which turned out to be very effective. 

Hideaki Yanagisawa et al. [10] compared different CNN-based object Detection algorithms for object Detection 

in manga images. Manga images are popular Japanese comic book content. In order to obtain metadata from 

manga images, techniques for automatic detection of the manga content were examined. The Convolutional 

Neural Network (CNN) was recently used for object Detection in manga images. Their experimental results 

show that CNN is effective for object Detection in manga images. 

Yiming Zhang et al. [12] described a real-time object Detection system for 360-degree panoramic images using 

a convolutional neural network (CNN). You have introduced a CNN-based Detection framework for object 

Detectionwith a post-processing phase to fine-tune the result. In addition, they proposed a new method to extract 

the existing data sets of ordinary images, e.g. B. ImageNet and PASCAL VOC to reuse in object Detection for 

360-degree panoramic images. They achieved higher accuracy and recall rates than traditional object detection 

methods for 360-degree panoramic images. The summarized work of researchers on object Detection based on 

CNN is described in Table 2. 

VI B. (i) Region Based Convolutional Neural Network (R-CNN) 

Ross Girshick et al. [14] proposed a simple and scalable detection algorithm that improves the mean average 

accuracy (mAP) by more than 30% compared to the previous best result of the PASCAL VOC data set and 

achieves a mAP of 53.3%. Their approach combines two important insights: (1) high-capacity convolutional 

neural networks (CNNs) can be applied to bottom-up region suggestions to locate and segment objects, and (2) 

if pre-labeled training data is scarce, monitored pre -Training For an auxiliary task, followed by a domain-

specific fine-tuning, there is a significant performance. 

Joshua Herrera et al. [16] proposed a distributed edge cloud RCNN pipeline. By dividing the object detection 

pipeline into components and dynamically distributing these components in the cloud, optimal performance was 

achieved to enable object detection in real time. As a proof of concept, they evaluated the performance of the 

proposed system on a distributed computer platform, including cloud servers and edge embedded devices, for 

real-time object detection in live video streams. 

(ii). Fast R-CNN 

Ross Girshick et al. [17] proposed a Fast Region-based Convolutional Network method (Fast R-CNN) for object 

Detection. Fast R-CNN builds on earlier work on the efficient classification of object proposals using deep 

convolution networks. Compared to previous work, Fast R-CNN used various innovations to improve the 

training and test speed while increasing the detection accuracy. Fast R-CNN trains the very deep VGG16 
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network 9 × faster than R-CNN, is 213 × faster at test time and achieves a higher mAP on PASCAL VOC 2012. 

Compared to SPPnet, fast R-CNN VGG16 trains 3 × faster, tests 10 × faster and more accurate. 

(iii). Faster R-CNN 

Shaoqing Ren et al. [18] introduced a Region Proposal Network (RPN), which shares full-screen convolution 

functions with the Detection network and enables almost free region suggestions. An RPN is a fully folded 

network that simultaneously predicts object boundaries and objectivity values at any position. The RPN is 

trained consistently to generate high quality region suggestions that Fast R-CNN used for Detection. They have 

merged RPN and Fast R-CNN into a single network by sharing their convolutional features. For the very deep 

VGG-16 model, the Detection system had a frame rate of 5 fps on a GPU, while with PASCAL VOC 2007, 

2012 and MS COCO data sets, with only 300 suggestions per object, a highly modern object Detection accuracy 

was achieved. In the ILSVRC and COCO 2015 competitions, Faster R-CNN and RPN won first place on several 

routes. 

Syed Mazhar Abbas et al. [20] focused on improving the R-CNN, Fast R-CNN and YOLO architecture. The 

work focused on using the Region Proposals Network (RPN) to extract the region of interest in an image. RPN 

outputs an image based on the property rating. The output objects are subjected to roll polling for classification. 

Her research focused on training Faster R-CNN using a custom set of images. Her trained network efficiently 

recognized objects from an image that consisted of several objects. Your network requires a minimum GPU 

capacity of 3.0 or higher. 

Irina Mocanu et al. [21] presented a new convolution architecture for neural networks to perform object 

Detection based on RGB-D images. The network is an extension of the Faster RCNN network, in which an 

additional input network branch has been added to process the depth image. The network was evaluated based 

on the SUN RGB-D data set for object Detection and a positive difference in the mAP score of around 4% 

compared to the original value was achieved. 

 

 
Fig 4: Classification of Object Detection Techniques using ANN 

 

Table 2: Summary of Object Detection based on CNN 
Paper Techniques Used Data Set Used to Train Application 

[8] CNN ImageNet LSVRC-2010 # 

[10] CNN Manga109 Manga Images 

[12] CNN 

ImageNet 

and 

PASCAL VOC 

3600 Panoramic Images 

$-Did not clearly mentioned the data set trained on. 

#- Did not clearly mentioned the application 

Pengcheng Fan et al. [24] proposed a Faster R-CNN-based algorithm to improve the accuracy of small object 

detection. They used a subset of the COCO data set to create a benchmark database. This benchmark database 
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was specially developed to evaluate the performance of object detection algorithms when detecting small 

objects. They improved Faster R-CNN with a more flexible method of integrating context information. The 

experiments show that the improved Faster R-CNN algorithm performs well in terms of accuracy and recall rate 

of small object detection. Your small object detection algorithm can strike a balance between detection speed 

and detection accuracy. 

Wendi cai et al. [25] proposed a new algorithm based on a faster R-CNN to recognize the street objects. 

With the increasing number of traffic accidents, research and development of smart cars was promoted. The 

detection of street objects has become an important research topic. A generic model Detection algorithm based 

on the Convolution Neural Network (CNN) has to design the training model, while training and testing the 

model takes a long time. Transfer learning is used to optimize the pre-trained models using COCO's image task 

data sets and to transfer a generic deep learning model to a specific model with different weights and results. In 

addition, the CNN structure is adjusted to improve overall performance and the road environment is trained on 

the specific scene. Their results showed that the fine-tuned network is effective. 

 

(iv). Improved Faster R-CNN 

Changing Caoet al. [26] proposed an improved algorithm based on a faster regional CNN (Faster R-

CNN) for the detection of small objects. Using the two-step detection idea, they proposed an improved loss 

function based on intersection over union (IoU) for the bounding box regression in the positioning phase and 

used bilinear interpolation to do the regions of interest (RoI) pooling operation to solve the problem Improve 

Positioning Deviation Issue In the detection phase, they used the multi-scale convolutional merger to provide 

more information to the feature map and the improved non-maximum suppression (NMS) algorithm to avoid 

losing overlapping objects. The results showed that the proposed algorithm performed well on traffic signs with 

a resolution in the range of (0.32), the algorithm recall rate reaching 90% and the accuracy rate reaching 87%. 

The detection performance is significantly better than with faster R-CNN. Therefore, their algorithm is an 

effective way to recognize small objects. 

Yu Liu et al. [27] introduced an alternative training algorithm to address the problem of faster R-CNN. 

Among the various targeting algorithms, Faster R-CNN is an algorithm with excellent performance in terms of 

both detection accuracy and speed. However, it still has some shortcomings like too many negative samples. To 

address the problem of faster R-CNN, two strategies are introduced, hard negative sample mining and alternate 

training. Hard Negative Sample Mining is used to obtain hard negative samples that re-train the model to 

improve the trained model. By alternating training, RPN and Fast R-CNN split folding layers in faster R-CNN 

instead of learning two independent networks. The simulation result showed that the proposed algorithm has 

great advantages in terms of accuracy of detection. The summarized work of researcherson object Detection 

based on R-CNN is described in Table 3. 

 

Table 3: Summary of Object Detection based on 

R-CNN 

Paper Techniques Used Data Set Used to Train Application 

[14] R-CNN PASCAL VOC # 

[16] R-CNN MOS COCO 
Real Time Object 

Detection  

[17] Fast R-CNN PASCAL VOC # 

[18] 
Faster  

R-CNN 

PASCAL VOC 

and 
MOS COCO 

Real Time Object 

Detection 

[20] 
Faster  

R-CNN 
$ # 

[21] 
Faster  

R-CNN 
SUN RGB-D RGB-D Images 

[24] 
Faster  

R-CNN 
MOS COCO 

Small Object 

Detection 

[25] 
Faster  

R-CNN 
MOS COCO 

Street Object 
Detection 

[26] 
Improved Faster  

R-CNN 
TT100K 

Small Object 

Detection 

[27] 
Improved Faster  

R-CNN 
PASCAL VOC # 

 

VI C Single Stage Network 

(i) YOLO-You Only Look Once 

Redmon et al. [28] introduced YOLO, a new approach to object Detection. With this algorithm, a single neural 

network predicts boundaries and class probabilities directly from frames in an evaluation. Because the entire 
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detection pipeline is a single network, it can be optimized directly for detection performance. Their uniform 

architecture is extremely fast and processes images in real time at 45 frames per second. A smaller version of 

the network, Fast YOLO, processes an astonishing 155 frames per second and still achieves twice the mAP of 

other real-time detectors. Compared to state-of-the-art detection systems, YOLO makes more localization errors, 

but predicts incorrect detections far less frequently if nothing is available. Finally, YOLO learns very general 

representations of objects. It far outperforms all other Detection methods, including DPM and RCNN, when 

generalizing natural images to works of art in both the Picasso and People Art data sets. 

 

(ii) YOLO 9000 (or) YOLO v2 

Joseph Redmon et al. [29] introduced YOLO9000, a state-of-the-art real-time object Detection system that can 

recognize over 9000 object categories. First, they proposed various improvements to the YOLO detection 

method, both new and from earlier work. The improved model YOLOv2 is trained on PASCAL VOC and 

COCO. With a novel, multi-scale training method, the same YOLOv2 model can be executed in different sizes, 

which offers a simple compromise between speed and accuracy. With 67 FPS, YOLOv2 achieves 76.8 mAP for 

VOC 2007. With 40 FPS, YOLOv2 reaches 78.6 mAP, surpassing the latest methods such as Faster R-CNN 

with ResNet and SSD, while still running significantly faster. Finally, they proposed a method to train object 

Detection and classification together. With this method, you train YOLO9000 simultaneously in the COCO 

Detection data record and in the ImageNet classification data record. Thanks to the joint training, YOLO9000 

can predict detections for object classes for which no detection data is marked. They validate their approach to 

the ImageNet discovery task. YOLO9000 receives 19.7 mAP in the validation set for ImageNet Detection, 

although only Detection data is available for 44 of the 200 classes. On the 156 classes that are not included in 

COCO, YOLO9000 receives 16.0 mAP. YOLO9000 predicts real-time detections for more than 9000 different 

object categories. 

 

(iii) YOLO Lite (or) Tiny YOLO 

 Rachel Huang et al. [32] focused on YOLO-LITE, a real-time object Detection model that was 

developed for portable devices such as laptops or mobile phones without a graphics processing unit (GPU). The 

model was trained first on the PASCAL VOC data set and then on the COCO data set and achieved anmAP of 

33.81% and 12.26%, respectively. YOLO-LITE runs on a non-GPU computer with around 21 FPS and 10 FPS 

after being implemented on a website with only 7 layers and 482 million FLOPS. This speed is 3.8x faster than 

the fastest, state-of-the-art model, SSD MobileNetv1. Based on the original object detection algorithm 

YOLOV2, YOLOLITE was developed to create a smaller, faster and more efficient model and to improve the 

accessibility of real-time object detection for a wide range of devices. 

 

(iv) SSD-Single Shot Multi Box Detector 

Wei Liu et al. [33] presented a method for recognizing objects in images using a single deep neural network. 

Their approach, called SSD, describes the output space of bounding boxes in a series of standard fields across 

different aspect ratios and scales per location of the feature map. At prediction time, the network generates 

ratings for the existence of each object category in each standard box and makes adjustments to the box to better 

match the shape of the object. In addition, the network combines predictions from multiple feature maps with 

different resolutions to naturally process objects of different sizes. SSD is straightforward compared to methods 

that require object suggestions, as proposal generation and subsequent pixel or feature re-sampling phases are 

completely eliminated and all calculations are combined in a single network. This makes SSD easy to train and 

easy to integrate into systems that require a detection component. Experimental results using the PASCAL 

VOC, COCO, and ILSVRC data sets confirm that SSD is competitive in accuracy against methods that use an 

additional object suggestion step and is much faster while providing a unified framework for training and 

inference. When entering 300 x 300, the SSD achieved 74.3% mAP in the VOC2007 test at 59 FPS on an 

Nvidia Titan X, and when entering 512 x 512 the SSD achieved a mAP of 76.9% and exceeded it comparable, 

faster, state-of-the-art R-CNN model. Compared to other single-stage methods, SSD is much more accurate 

even with a smaller input image size. The summarized work of researchers on object Detection on the basis of a 

one-step network is described in Table 4. 

 

VI D Very Deep CNN 

(i) GoogLeNet 

 Christian Szegedy et al. [35] proposed a Deep Convolutional Neural Network Architecture with the 

code name Inception, which achieves the newest state of the art for classification and detection in the ImageNet 

Large-Scale Visual Detection Challenge 2014 (ILSVRC14). The main feature of this architecture is the 

improved use of computer resources within the network. Thanks to a carefully designed design, they have 

increased the depth and breadth of the network and at the same time kept the computing budget constant. In 
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order to optimize the quality, the architectural decisions were based on the Hebrew principle and the intuition of 

multi-scale processing. A special incarnation that is used in its filing for ILSVRC14 is called GoogLeNet, a 22-

layer network, the quality of which is assessed as part of the classification and Detection. 

 

Table 4: Summary of Object Detection based on 

Single Stage Networks 

Paper 
Techniques 

Used 
Data Set Used to Train Application 

[28] YOLO ImageNet1000 
Real Time Object 

Detection 

[29] 

YOLO9000 

or 

YOLO v2 

PASCAL VOC 

and 

MOS COCO 

Real Time Object 
Detection 

[32] 
YOLO Lite  

or 

Tiny YOLO 

PASCAL VOC 
and 

MOS COCO 

Real Time Object 

Detection 

[33] SSD 

PASCAL VOC 
and 

MOS COCO 

and 
ImageNet LSVRC 

Real Time Object 
Detection 

(ii) ResNet 

Kaiming He et al. [37] presented a residual learning framework to facilitate the training of networks 

that are much deeper than those previously used. Deeper neural networks are more difficult to train. They 

rephrase the levels as residual learning functions in relation to the level inputs, instead of learning functions that 

are not referenced. They provide extensive empirical evidence that these residual networks are easier to 

optimize and can gain accuracy through a considerably greater depth. In the ImageNet dataset, residual networks 

with a depth of up to 152 layers are evaluated - 8 times deeper than VGG networks, but still with less 

complexity. An ensemble of these residual networks achieved an error of 3.57% in the ImageNet test set. This 

result won 1st place in the ILSVRC 2015 classification task. They also present analyzes of CIFAR-10 with 100 

and 1000 layers. The depth of the representations is of central importance for many visual Detection tasks. 

Simply because of their extremely deep representations, they achieve a relative improvement of 28% compared 

to the COCO object Detection data record. Deep residual networks are the basis for their entries in ILSVRC & 

COCO 2015 competitions, where they also took first place in the tasks of ImageNet detection, ImageNet 

localization, COCO detection and COCO segmentation. 

 

(iii) DenseNet 

 Gao Huang et al. [38] introduced the Dense Convolutional Network (DenseNet), which connects every 

layer in a feed-forward manner with every other layer. While conventional convolution networks with L layers 

have L connections - one between each layer and its subsequent layer - the proposed network has
L L+1 

2
 direct 

connections. For each level, the feature maps of all previous layers are used as inputs, and their own feature 

maps are used as inputs to all subsequent layers. DenseNets offer several convincing advantages: they alleviate 

the problem of the disappearance gradient, increase the spread of features, promote the reuse of features and 

significantly reduce the number of parameters. They evaluate their proposed architecture using four highly 

competitive benchmark tasks for object Detection (CIFAR-10, CIFAR-100, SVHN and ImageNet). DenseNets 

achieve significant improvements over most of the prior art in most of them. 

 

(iv) MobileNet 

 Andrew G. Howard et al. [39] presented a class of efficient models called MobileNets for mobile and 

embedded image processing applications. MobileNets are based on an optimized architecture that uses deeply 

separable windings to build light deep neural networks. They introduced two simple global hyper parameters 

that represent an efficient compromise between latency and accuracy. These hyper parameters allow the model 

builder to select the correct size model for its application based on the limitations of the problem. They 

presented extensive experiments on trade-offs between resources and accuracy and performed well compared to 

other popular models for ImageNet classification. They demonstrate the effectiveness of MobileNets in a variety 

of applications and use cases, including object detection, fine grain classification, face attributes and large scale 

geolocation. 

 

(v) ThinNet 

 Sen Cao et al. [40] introduced a class of efficient network architectures called ThinNet, primarily for 

object Detection applications on memory and computational platforms. This architecture is based on two 

proposed modules: front module and tinier module. The front module reduces the loss of information due to raw 
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input images by using more convolution layers with small filters. The Tinier module uses point folding layers in 

front of the conventional folding layer to reduce the model size and the calculation while ensuring the accuracy 

of detection. Experimental evaluations of the ImageNet classification and the PASCAL VOC object Detection 

data records show the superior performance of ThinNet compared to other common models. Your pre-trained 

classification model (ThinNet_C) achieves the same top 1 and top 5 performance as the classic AlexNet, but 

only with 1/50 of the parameters. The detection model also makes significant improvements over other detection 

methods, while a smaller model size is required to achieve high performance. The summarized work of 

researchers on object Detection based on Deep CNN is described in Table 5. 

 

(vi) Comparison Table 

 The comparison of all techniques of the artificial neural network including their applications and the 

data set used for the training is shown in Table 6. 

 

Table 5: Summary of Object Detection based on Very Deep CNN 

Paper 
Techniques 

Used 

Data Set Used to 

Train 
Application 

[35] GoogLeNet ILSVRC # 

[37] ResNet 

MOS COCO 

and 

ILSVRC 

# 

[38] DenseNet ImageNet # 

[39] MobileNet MOS COCO Mobile Application 

[40] ThinNet PASCAL VOC 
Real Time Object 

Detection 

 

Table 6: Summary of Object Detection based on 

Various ANN Techniques 

Paper 
Techniques 

Used 
Data Set Used to Train Application 

[8] CNN 
ImageNet LSVRC-

2010 
# 

[10] CNN Manga109 Manga Images 

[12] CNN 

ImageNet 

and 
PASCAL VOC 

3600 Panoramic Images 

[14] R-CNN PASCAL VOC # 

[16] R-CNN MOS COCO 
Real Time Object 

Detection  

[17] Fast R-CNN PASCAL VOC # 

[18] 
Faster  

R-CNN 

PASCAL VOC 

and 

MOS COCO 

Real Time Object 
Detection 

[20] 
Faster  

R-CNN 
$ # 

[21] 
Faster  

R-CNN 
SUN RGB-D RGB-D Images 

[24] 
Faster  

R-CNN 
MOS COCO Small Object Detection 

[25] 
Faster  

R-CNN 
MOS COCO Street Object Detection 

[26] 
Improved 

Faster  

R-CNN 

TT100K Small Object Detection 

[27] 
Improved 

Faster  

R-CNN 

PASCAL VOC # 

[28] YOLO ImageNet1000 
Real Time Object 

Detection 

[29] 

YOLO9000 

or 

YOLO v2 

PASCAL VOC 

and 

MOS COCO 

Real Time Object 
Detection 

[32] 

YOLO Lite  

or 

Tiny YOLO 

PASCAL VOC 

and 

MOS COCO 

Real Time Object 
Detection 

[33] SSD 

PASCAL VOC 
and 

MOS COCO 

and 
ImageNet LSVRC 

Real Time Object 
Detection 
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[35] GoogLeNet ILSVRC # 

[37] ResNet 

MOS COCO 

and 

ILSVRC 

# 

[38] DenseNet ImageNet # 

[39] MobileNet MOS COCO Mobile Application 

[40] ThinNet PASCAL VOC 
Real Time Object 

Detection 

 

VII. CONCLUSION 
In this literature, various object Detection techniques based on the artificial neural network (ANN) 

were checked and grouped based on the implementation techniques. For each group of object Detection 

techniques created, a brief summary was mentioned to make the work easier for the readers at the end of each 

group. However, many challenges are still being considered, e.g. B. Training a very deep network because it is 

difficult and accurate and achieves good top 1 and top 5 error rates. As already mentioned, most of the articles 

in this overview have been described in which object Detection is implemented using various ANN techniques. 

 

VIII. FUTURE SCOPE OF ANN FOR OBJECT DETECTION 
(i). The ANN-based object detection technology can be implemented on portable devices such as drones and 

robots if the size is reduced. 

(ii). Video is a visual multimedia source that combines a sequence of images into one moving image. The 

various ANN-based object Detection techniques can be extended to video. 
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