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Abstract 
In the perfect method of RaffaelHagger [22] we show the characterization of the Toeplitz algebra, that 

generated by Toeplitz operators with series of bounded symbols on the Fock space 𝐹1+𝜖
1+𝜖 and other spaces. We 

show that the Toeplitz algebra coincides with each of the algebras generated by band-dominated, sufficiently 

localized and weakly localized operators, respectively. We determine its essential commutant and its essential 

bicommutant with respect to Toeplitz operators of series of symbols. For 𝜖 = 1see Xia. However, Xia's ideas 

are mostly connected to Hilbert space theory and methods which are not applicable for 𝜖 ≠ 1. We completely 

use the result of Fulsche to generalize Xia's theorems under the light of [22]. 
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I. Introduction 
It is known that the Toeplitz algebras on Bergman and Fock spaces have wide study in operator 

algebras, it is a difficult problem to determine whether a given operator actually belongs to the Toeplitz algebra. 

Indeed, nearly there were no satisfactory characterizations and several authors came up with (seemingly) larger 

algebras that are easier to work with. The most examples dealt with are the algebras of band-dominated 

see[1,6,7,8,9,10,18], sufficiently localized [1,11,12,21] and weakly localized operators [1,12,17,18,19,20]. All 

of these algebras include the Toeplitz algebra, but it was unknown whether they actually contain operators 

outside of the Toeplitz algebra. In [19]Xia proved the surprising result that for 𝜖 = 1 the 𝐶∗-algebra generated 

by weakly localized operators is equal to the closure of the set of Toeplitz operators. So that every operator in 

that 𝐶∗-algebra can be approximated by Toeplitz operators. As a consequence, all of the above mentioned 

algebras are actually the same (see [1]). This result not only provides multiple workable characterizations, but 

also allows to switch between different viewpoints when dealing with operators in the Toeplitz algebra. 

In [20]Xia showed an additional characterization using essential commutants. Xia was mainly 

interested in the Bergman space, but the same arguments also apply to theFock space (see [18]). Following [22] 

we generalize all the characterizations of Toeplitz algebra on the Fock space to 𝜖 ≠ 1. As the arguments in 

[18,19,20] mostly depend on Hilbert space and 𝐶∗-algebra techniques, we have to follow a different way here. 

We first prove the essential commutant characterization for band-dominated operators and then show, by using 

Fulsche [5], that all the above mentioned algebras again coincide. In particular, the Toeplitz algebra can be 

characterized by essential commutants just like in the Hilbert space case. 

Nowlet ℂ𝑛 denote the usual complex coordinate space of dimension 𝑛, with the Euclidean dot product: 

𝑧𝑖 ⋅ �̅�𝑖: = (𝑧𝑖)1(�̅�𝑖)1 + ⋯ + (𝑧𝑖)𝑛(�̅�𝑖)𝑛 , |𝑧𝑖|: = √𝑧𝑖 ⋅ 𝑧�̅� 

For 𝑧𝑖 , �̅�𝑖 ∈ ℂ𝑛 and 𝜖 ≥ 0 we use 𝐵𝑠(𝑧𝑖 , 1 + 𝜖): = {𝑤𝑖 ∈ ℂ𝑛: |𝑧𝑖 − 𝑤𝑖| < 1 + 𝜖} for the open ball of radius 1 +
𝜖 around 𝑧𝑖. The characteristic function of a set 𝑆 ⊆ ℂ𝑛 will be denoted by 𝟙𝑆. If𝑆 = ℂ𝑛, we write 𝟙: = 𝟙ℂ𝑛. 

Ford𝑧𝑖 denote the Lesbesgue volume on ℂ𝑛 and given𝜖 ≥ 0. The Gaussian measure 𝜇1+𝜖 is defined by 

d𝜇1+𝜖(𝑧𝑖) = (
1 + 𝜖

𝜋
)

𝑛

𝑒−(1+𝜖)|𝑧𝑖|2
d𝑧𝑖 

For 0 < 𝜖 < ∞set𝐿1+𝜖
1+𝜖 : = 𝐿1+𝜖(ℂ𝑛, 𝜇(1+𝜖)2/2) for the usual 𝐿1+𝜖-space defined by the measure 𝜇(1+𝜖)2/2. 

Hence𝑓𝑖 ∈ 𝐿1+𝜖
1+𝜖  if and only if 
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‖𝑓𝑖‖1+𝜖: = [(
(1 + 𝜖)2

2𝜋
)

𝑛

∫  
ℂ𝑛

∑  |𝑓𝑖(𝑧𝑖)𝑒−
1+𝜖

2
|𝑧𝑖|2

|
1+𝜖

𝑖

d𝑧𝑖]

1

1+𝜖

 

is finite. So𝑓𝑖 ∈ 𝐿1(ℂ𝑛) if 𝑓𝑖 is integrable with respect to the Lebesgue measure and 𝑓𝑖 ∈ 𝐿∞(ℂ𝑛) if 𝑓𝑖 is 

measurable and bounded. For 𝑓𝑖 ∈ 𝐿∞(ℂ𝑛) we will use 𝑀𝑓𝑖
 to denote the corresponding multiplication operator 

on 𝐿1+𝜖
1+𝜖 . The sets of bounded and compact operators acting on a Banach space 𝑋 will be denoted by ℒ(𝑋) and 

𝒦(𝑋), respectively. 

The Fock space 𝐹1+𝜖
1+𝜖 is defined as the closed subspace of entire functions in 𝐿1+𝜖

1+𝜖 . The inner product on the 

space 𝐿1+𝜖
2  and its restriction to 𝐹1+𝜖

2  will be extends to a sesquilinear form on 𝐹1+𝜖
1+𝜖 × 𝐹1+𝜖

(1+𝜖)/𝜖
, where 𝜖 = 0. 

The induced map 𝑓𝑖 ↦ ⟨⋅, 𝑓𝑖⟩ is an (antilinear) isomorphism between 𝐹1+𝜖
(1+𝜖)/𝜖

 and (𝐹1+𝜖
1+𝜖)∗. Similarly, we have, 

(𝐿1+𝜖
1+𝜖 )∗ ≅ 𝐿1+𝜖

(1+𝜖)/𝜖
. 

The orthogonal projection 𝑃: 𝐿1+𝜖
2 → 𝐹1+𝜖

2  is given by 

[𝑃𝑓𝑖](𝑧𝑖) = ∫  
ℂ𝑛

 ∑ 𝑓𝑖(𝑤𝑖)𝑒(1+𝜖)𝑧𝑖⋅�̅�𝑖d𝜇1+𝜖(𝑤𝑖)

𝑖

.                                  (1.1) 

The integral operator in (1.1) also defines a bounded projection from 𝐿1+𝜖
1+𝜖  onto 𝐹1+𝜖

1+𝜖, which we will again 

denote by 𝑃. From (1.1) it easily follows that 𝑃𝑀𝟙𝐾𝑠  and 𝑀𝟙𝐾𝑠𝑃 are compact for all compact sets 𝐾𝑠 ⊂ ℂ𝑛 (see 

[6, Proposition 7]). For 𝑓𝑖 ∈ 𝐿∞ we define the Toeplitz operator 𝑇∑ 𝑓𝑖𝑖
: 𝐹1+𝜖

1+𝜖 → 𝐹1+𝜖
1+𝜖 by 𝑇(∑ 𝑓𝑖𝑖 )𝑔𝑖: =

𝑃((∑𝑖 𝑓𝑖)𝑔𝑖). It is clear that 𝑇∑ 𝑓𝑖𝑖
 is a bounded operator with ‖𝑇∑ 𝑓𝑖𝑖

‖ ≤ ∑ ‖𝑃‖‖𝑓𝑖‖∞𝑖 . The Banach algebra 

generated by all Toeplitz operators with series of bounded symbols will be denoted by 𝒯1+𝜖. 

We define the generators of the algebras that seem to be compare with 𝒯1+𝜖. For 𝐴𝑠 ∈ ℒ(𝐿1+𝜖
1+𝜖 ) the number 

sup {dist(𝐾𝑠, (𝐾𝑠)′): 𝐾𝑠, (𝐾𝑠)′ ⊆ ℂ𝑛 , 𝑀𝟙
(𝐾𝑠)

′ 𝐴𝑠𝑀𝟙𝐾𝑠 ≠ 0} ∈ [0, ∞] 

is called the propagation or band-width of 𝐴𝑠. Here, dist(𝐾𝑠, (𝐾𝑠)′): = inf𝑥𝑖∈𝐾𝑠,𝑦𝑖∈(𝐾𝑠)′  |𝑥𝑖 − 𝑦𝑖| denotes the 

minimal distance between 𝐾𝑠 and (𝐾𝑠)′. Operators of finite propagation are called band operators and the set of 

such operators is denoted by BO. The closure of BO in the operator norm topology is called BDO1+𝜖 and its 

elements are called band-dominated. We will write 𝐴𝑠 ∈ 𝒜1+𝜖  and call 𝐴𝑠 ∈ ℒ(𝐹1+𝜖
1+𝜖) again band-dominated if 

𝐴𝑠𝑃 ∈ BDO1+𝜖 [6,9]. 

An operator 𝐴𝑠 ∈ ℒ(𝐹1+𝜖
1+𝜖) is called sufficiently localized [21] if there are constants 𝜖 ≥ 0 such that 

⟨𝐴𝑠(𝑘𝑖)𝑧𝑖
, (𝑘𝑖)𝑤𝑖

⟩ ≤
1 + 𝜖

(1 + |𝑧𝑖 − 𝑤𝑖|)2𝑛+𝜖
 

for all 𝑤𝑖 , 𝑧𝑖 ∈ ℂ𝑛. We write 𝒜𝑠𝑙  for the set of sufficiently localized operators and 𝒜𝑠𝑙  for its closure in the 

operator norm. 

If 𝐴𝑠 ∈ ℒ(𝐹1+𝜖
1+𝜖) and (𝐴𝑠)∗ ∈ ℒ(𝐹1+𝜖

(1+𝜖)/𝜖
) both satisfy the two conditions 

sup
𝑧𝑖∈ℂ𝑛

 ∫  
ℂ𝑛

 ∑|⟨𝑇(𝑘𝑖)𝑧𝑖
, (𝑘𝑖)𝑤𝑖

⟩|d𝑤𝑖

𝑖

< ∞

lim
𝜖→∞

  sup
𝑧𝑖∈ℂ𝑛

 ∫  
ℂ𝑛∖𝐵𝑠(𝑧𝑖,1+𝜖)

 ∑|⟨𝑇(𝑘𝑖)𝑧𝑖
, (𝑘𝑖)𝑤𝑖

⟩|d𝑤𝑖

𝑖

= 0
 

we call 𝐴𝑠 weakly localized [12]. The set of weakly localized operators and its closure are denoted by 𝒜𝑤𝑖𝑙 and 

𝒜𝑤𝑖𝑙, respectively. 

The main results will now be summarized as follows (see Theorem 18 below for details): 

 

Theorem (see [22]). 

(i) 𝒯1+𝜖 = 𝒜1+𝜖 = 𝒜𝑠𝑙 = 𝒜𝑤𝑖𝑙. 

(ii) 𝐴𝑠 ∈ 𝒯1+𝜖 if and only if [𝑇∑ 𝑓𝑖
, 𝐴𝑠] ∈ 𝒦(𝐹1+𝜖

1+𝜖) for all 𝑓𝑖 ∈ VO𝑏(ℂ𝑛). 

 

Here, [𝐴𝑠, 𝑇∑ 𝑓𝑖
]: = 𝐴𝑠𝑇∑ 𝑓𝑖

− 𝑇∑ 𝑓𝑖
𝐴𝑠 denotes the commutator of the two operators and VO𝑏(ℂ𝑛) stands for the 

set of bounded functions with vanishing oscillation at infinity. 

In thisstudy we show some important concepts and provide results. They are then applied, where the essential 

commutant and the essential bicommutant of 𝒜1+𝜖 are determined. We give a proof of the main theorem and 

mention a few consequences. The results are concerned on the Fock space and likely to hold for other spaces. 

The characterization of the Toeplitz algebra, that is only be availableon theFock space can be seen byFulsche in 

[5]. 
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II. Preliminaries 
We introduce and collect some main concepts that are well-known, and are needed later throughthe sequel. 

 

2.1 The BerezinTransform 

Equation (1.1) implies that 𝐹1+𝜖
2  is a reproducing kernel Hilbert space with reproducing kernel 𝐾𝑠(𝑧𝑖 , 𝑤𝑖) =

𝑒(1+𝜖)𝑧𝑖⋅𝑤𝑖‾ . A direct computation shows ‖𝐾𝑠(⋅, 𝑤𝑖)‖1+𝜖 = 𝑒
1+𝜖

2
|𝑤𝑖|2

 so that the normalized reproducing kernels 

(𝑘𝑖)𝑤𝑖
, given by 

(𝑘𝑖)𝑤𝑖
(𝑧𝑖): = 𝑒

(1+𝜖)𝑧𝑖⋅�̅�𝑖−
1+𝜖

2
|𝑤𝑖|2

 

satisfy ‖(𝑘𝑖)𝑤𝑖
‖

1+𝜖
= 1 for all 𝑤𝑖 ∈ ℂ𝑛 and 0 < 𝜖 < ∞. So that we can define the Berezin transform ℬ(𝐴𝑠) of a 

bounded linear operator 𝐴𝑠 ∈ ℒ(𝐹1+𝜖
1+𝜖) as 

[ℬ(𝐴𝑠)](𝑤𝑖): = ⟨𝐴𝑠(𝑘𝑖)𝑤𝑖
, (𝑘𝑖)𝑤𝑖

⟩ 

Hölder's inequality implies that ℬ(𝐴𝑠): ℂ𝑛 → ℂ is bounded and continuous. In fact, [4, Theorem 2] shows that 

ℬ(𝐴𝑠) is Lipschitz continuous for 𝜖 = 1, 𝜖 = −
1

2
. It is probably well known that this generalizes to all 0 < 𝜖 <

∞ and 𝜖 > −1, for the convienes of the reader, we give a quick elementary proof of this fact. 

Proposition 1 (see [22]). There is a constant 𝜖 ≥ 0 (depending only on (1 + 𝜖) and 𝑛) such that for all 𝐴𝑠 ∈
ℒ(𝐹1+𝜖

1+𝜖) and 𝑧𝑖 , 𝑤𝑖 ∈ ℂ𝑛: 

∑ |[ℬ(𝐴𝑠)](𝑧𝑖) − [ℬ(𝐴𝑠)](𝑤𝑖)|

𝑖

≤ (1 + 𝜖)
3

2‖𝐴𝑠‖ ∑ |𝑧𝑖 − 𝑤𝑖|

𝑖

 

To simplify the computation a bit, we introduce the so-called Weyl operators, which will also be used again 

later. For every 𝑧𝑖 ∈ ℂ𝑛 and 𝑓𝑖 ∈ 𝐿1+𝜖
1+𝜖  we define 

𝑊𝑧𝑖
𝑓𝑖: = (𝑓𝑖 ∘ 𝜏𝑧𝑖

) ⋅ (𝑘𝑖)𝑧𝑖
 

where 𝜏𝑧𝑖
(𝑤𝑖): = 𝑤𝑖 − 𝑧𝑖 . 𝑊𝑧𝑖

 is a surjective isometry for all 𝑧𝑖 ∈ ℂ𝑛 and 0 < 𝜖 < ∞. The inverse and the 

adjoint of 𝑊𝑧𝑖
 are both equal to 𝑊−𝑧𝑖

, where we interpret the adjoint as an operator on 𝐿1+𝜖
(1+𝜖)/𝜖

 via the usual 

duality pairing as explained above. As 𝑃 and 𝑊𝑧𝑖
 commute, the same is true for 𝑊𝑧𝑖

 if restricted to the Fock 

space 𝐹1+𝜖
1+𝜖. Therefore, the Berezin transform can be written as 

[ℬ(𝐴𝑠)](𝑤𝑖) = ⟨𝑊−𝑤𝑖
𝐴𝑠𝑊𝑤𝑖

𝟙, 𝟙⟩ = [ℬ(𝑊−𝑤𝑖
𝐴𝑠𝑊𝑤𝑖

)](0) 

Similarly, using the product formula 𝑊𝑧𝑖
𝑊𝑤𝑖

= 𝑒−𝑖(1+𝜖)Im(𝑧𝑖⋅�̅�𝑖)𝑊𝑧𝑖+𝑤𝑖
, we obtain 

[ℬ(𝐴𝑠)](𝑧𝑖) = ⟨𝐴𝑠(𝑘𝑖)𝑧𝑖
, (𝑘𝑖)𝑧𝑖

⟩ = ⟨𝑊−𝑤𝑖
𝐴𝑠𝑊𝑤𝑖

(𝑘𝑖)𝑧𝑖−𝑤𝑖
, (𝑘𝑖)𝑧𝑖−𝑤𝑖

⟩ = [ℬ(𝑊−𝑤𝑖
𝐴𝑠𝑊𝑤𝑖

)](𝑧𝑖 − 𝑤𝑖) 

It therefore suffices to prove Proposition 1 for 𝑤𝑖 = 0. 

Proof. By Hölder's inequality and the discussion above, it suffices to show that ‖(𝑘𝑖)𝑧𝑖
− 𝟙‖

1+𝜖
≤ (1 + 𝜖)

3

2|𝑧𝑖|. 

Moreover, since ‖(𝑘𝑖)𝑧𝑖
‖

1+𝜖
= 1 for all 𝑧𝑖 ∈ ℂ𝑛, we only need to consider a neighborhood of 0, say 𝑧𝑖 ∈

𝐵𝑠 (0,
1

√1+𝜖
). We have 

(𝑘𝑖)𝑧𝑖
(𝑤𝑖) − 1 = 𝑒

(1+𝜖)𝑤𝑖⋅�̅�𝑖−
1+𝜖

2
|𝑧𝑖|2

− 1 = (𝑒(1+𝜖)𝑤𝑖⋅�̅�𝑖 − 1)𝑒−
1+𝜖

2
|𝑧𝑖|2

+ 𝑒−
1+𝜖

2
|𝑧𝑖|2

− 1 

Obviously, |𝑒−
1+𝜖

2
|𝑧𝑖|2

− 1| ≤ √1 + 𝜖|𝑧𝑖| and |𝑒−
1+𝜖

2
|𝑧𝑖|2

| ≤ 1 for all 𝑧𝑖 ∈ ℂ𝑛. Moreover, 

‖𝑒(1+𝜖)𝑤𝑖⋅�̅�𝑖 − 1‖
1+𝜖

= ‖∑  

∞

𝑗=1

 ∑
((1 + 𝜖)𝑤𝑖 ⋅ 𝑧�̅�)

𝑗

𝑗!
𝑖

‖

1+𝜖

 

≤ ∑  

∞

𝑗=1

∑
‖((1 + 𝜖)𝑤𝑖 ⋅ 𝑧�̅�)

𝑗‖
1+𝜖

𝑗!
≤

𝑖

∑  

∞

𝑗=1

∑(1 + 𝜖)𝑗|𝑧𝑖|
𝑗

‖|𝑤𝑖|𝑗‖
1+𝜖

𝑗!
𝑖

 

where 

‖|𝑤𝑖|𝑗‖
1+𝜖

= (
(1 + 𝜖)2

2
)

−
𝑗

2

(
Γ (

𝑗(1+𝜖)

2
+ 𝑛)

Γ(𝑛)
)

1

1+𝜖

≤ (1 + �̃�)𝑗(1 + 𝜖)−
𝑗

2Γ (
𝑗 + 1

2
) 

for some constant (1 + �̃�) that depends on (1 + 𝜖) and 𝑛. In particular, 

‖𝑒(1+𝜖)𝑤𝑖⋅𝑧𝑖‾ − 1‖
1+𝜖

≤ ∑ √𝑎|𝑧𝑖| ∑  

∞

𝑗=0

(1 + 𝜖)
𝑗

2|𝑧𝑖|
𝑗(1 + �̃�)𝑗+1

Γ (
𝑗

2
+ 1)

(𝑗 + 1)!
𝑖
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              ≤ ∑ √𝑎|𝑧𝑖| ∑  

∞

𝑗=0

(1 + �̃�)𝑗+1
Γ (

𝑗

2
+ 1)

(𝑗 + 1)!
𝑖

 

for 𝑧𝑖 ∈ 𝐵𝑠 (0,
1

√1+𝜖
). As this series is convergent, the result follows. 

 

2.2 Band-Dominated Operators 

Let 0 < 𝜖 < ∞. For every 𝜖 ≥ 0 we can choose a family of cutoff functions {𝜑𝑗,1+𝜖: 𝑗 ∈ ℕ} that satisfies the 

following properties: 

(i) ∑𝑗=1
∞  [𝜑𝑗,1+𝜖(𝑧𝑖)]

1+𝜖
= 1 for every 𝑧𝑖 ∈ ℂ𝑛 

(ii) sup𝑗∈ℕ  diam(supp𝜑𝑗,1+𝜖) < ∞. 

(iii) For 𝑤𝑖 , 𝑧𝑖 ∈ ℂ𝑛 with |𝑧𝑖 − 𝑤𝑖| ≤
1

1+𝜖
 we have ∑𝑗=1

∞  ∑ |𝜑𝑗,1+𝜖(𝑧𝑖) − 𝜑𝑗,1+𝜖(𝑤𝑖)|
1+𝜖

𝑖 < 1 + 𝜖. 

(iv) For all 𝑧𝑖 ∈ ℂ𝑛 and 𝜖 ≥ 0 the set {𝑗 ∈ ℕ: supp𝜑𝑗,1+𝜖 ∩ 𝐵𝑠(𝑧𝑖 , 𝜖) ≠ −1} is finite. 

Here, supp denotes the (closed) support of a function and diam denotes the Euclidean diameter of a set. Such 

families always exist (see [9, Lemma 3.1]). For ℂ𝑛 these cutoff functions are easily constructed by [2,6] and it is 

readily seen that these families can be chosen in such a way that there is a universal constant 𝑁 (depending only 

on the dimension n) satisfying 

(v) For every 𝑧𝑖 ∈ ℂ𝑛 , 𝜖 ≥ 0 the set {𝑗 ∈ ℕ: 𝜑𝑗,1+𝜖(𝑧𝑖) ≠ 0} has at most 𝑁 elements. 

Despite the constructions in [2,6], where 𝑁 grows exponentially in 𝑛, the best possible constant is actually 𝑁 =
2𝑛 + 1 (see [3, Proposition 2.2.7]). In 𝑛 = 1, for example, this can be achieved by choosing hexagons instead of 

squares for the covering. Here we only need the existence of such a constant and therefore stick with 𝑁. 

Likewise, the functions 𝜑𝑗,1+𝜖 are merely auxiliary and it is completely irrelevant which ones we choose. We 

therefore just assume that we chose them here satisfying (i) to (v) and fix them in general. The reason why these 

cutoff functions are useful (and also why the choice does not matter) is the following(see [22]). 

Proposition 2. ([9, Proposition 3.5]) 

Let 𝐴𝑠 ∈ ℒ(𝐿1+𝜖
1+𝜖 ). Then 𝐴𝑠 ∈ BDO1+𝜖 if and only if 

lim
𝜖→−1

  sup
‖𝑓𝑖‖1+𝜖=1

 ∑  

∞

𝑗=1

 ∑ ‖[𝐴𝑠, 𝑀𝜑𝑗,1+𝜖
] 𝑓𝑖‖

1+𝜖

1+𝜖

𝑖

= 0.                                    (2.1) 

This characterization is useful in many ways as it allows to commute band-dominated operators with cutoff 

functions for a low price. For example, it is easily shown that compact operators satisfy (2.1). Moreover, the 

inverse closedness of BDO1+𝜖 is immediate as well. Combining these facts, Proposition 2 can be used to show 

the inverse closedness of the corresponding Calkin algebra BDO1+𝜖/𝒦(𝐿1+𝜖
1+𝜖 ) [9, Theorem 3.7], that is, BDO1+𝜖 

is closed with respect to Fredholm inverses. 

Recall that 𝒜1+𝜖 is the restriction of BDO1+𝜖 to 𝐹1+𝜖
1+𝜖. To be precise, 𝐴𝑠 ∈ 𝒜1+𝜖 if and only if 𝐴𝑠𝑃 ∈ BDO1+𝜖 

by definition. 𝒜1+𝜖 therefore inherits a lot of properties from BDO1+𝜖(see [22]). 

Proposition 3. ([9, Theorem 3.10]) 

𝒜1+𝜖 is an inverse closed Banach algebra which contains 𝒦(𝐹1+𝜖
1+𝜖) and 𝒯1+𝜖. The corresponding Calkin algebra 

𝒜1+𝜖/𝒦(𝐹1+𝜖
1+𝜖) is inverse closed, too. 

From the definition of band-dominated operators, it also easily follows that 𝐴𝑠 ∈ 𝒜1+𝜖 if and only if (𝐴𝑠)∗ ∈
𝒜(1+𝜖)/𝜖, where 0 ≤ ϵ ≤ ∞. 

2.3 Limit Operators 

Let (2𝑛 + 𝜖)ℂ𝑛 denote the Stone-Čech compactification of ℂ𝑛. By the universal property of (2𝑛 + 𝜖)ℂ𝑛, every 

continuous functions𝑓𝑖: ℂ𝑛 → 𝐾𝑠 to a compact Hausforff space 𝐾𝑖 can be uniquely extended to (2𝑛 + 𝜖)ℂ𝑛. In 

the following, we will not distinguish between a function and its extension. For 𝐴𝑠 ∈ 𝒜1+𝜖 consider the function 

Ψ: ℂ𝑛 → ℒ(𝐹1+𝜖
1+𝜖), Ψ(𝑧𝑖) = 𝑊−𝑧𝑖

𝐴𝑠𝑊𝑧𝑖
. As bounded sets are relatively compact in the weak operator topology, 

Ψ has a weakly continuous extension to (2𝑛 + 𝜖)ℂ𝑛. It turns out that this extension is even strongly 

continuous(see [22]). 

Proposition 4. ([2, Proposition 5.3], see also [9, Theorem 4.11] and [10, Lemma 4]) 

Let 𝐴𝑠 ∈ 𝒜1+𝜖. The map Ψ: ℂ𝑛 → ℒ(𝐹1+𝜖
1+𝜖), Ψ(𝑧𝑖) = 𝑊−𝑧𝑖

𝐴𝑠𝑊𝑧𝑖
 extends to a strongly continuous map on (2𝑛 +

𝜖)ℂ𝑛. 

Most of the time, Proposition 4 is used in the following form. Let 𝑥𝑖 ∈ (2𝑛 + 𝜖)ℂ𝑛 ∖ ℂ𝑛 and let ((𝑧𝑖)𝛾) be a net 

in ℂ𝑛 that converges to 𝑥𝑖. Then the strong limit 

𝐴𝑥𝑖
𝑠 ≔ s − lim 

(𝑧𝑖)𝛾→𝑥𝑖

𝑊−(𝑧𝑖)𝛾
𝐴𝑠𝑊(𝑧𝑖)𝛾

                                                     (2.2) 
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exists and does not depend on the net ((𝑧𝑖)𝛾). The operators 𝐴𝑥𝑖
𝑠  are called the limit operators of 𝐴𝑠. We will say 

that a net (𝐴𝛾
𝑠 ) converges ∗-strongly to 𝐴𝑠, 𝐴𝛾

𝑠 →
∗ 

𝐴𝑠 in short, if both (𝐴𝛾
𝑠 ) → 𝐴𝑠 and ((𝐴𝑠)𝛾

∗ ) → (𝐴𝑠)∗ strongly. In 

particular, the convergence in (2.2) is ∗-strong and (𝐴𝑠)𝑥𝑖
∗ = ((𝐴𝑠)∗)𝑥𝑖

. 

A direct computation shows 𝑊−𝑧𝑖
𝑀𝑓𝑖

𝑊𝑧𝑖
= 𝑀𝑓𝑖(⋅+𝑧𝑖) = 𝑀𝑓𝑖∘𝜏−𝑧𝑖

 for 𝑧𝑖 ∈ ℂ𝑛. Therefore, as the Weyl operators 

commute with 𝑃, we get 

(𝑇∑ 𝑓𝑖
)

𝑥𝑖
= s − lim

(𝑧𝑖)𝛾→𝑥𝑖

 𝑇∑ 𝑓𝑖(⋅+(𝑧𝑖)𝛾) 

if we apply (2.2) to a Toeplitz operator 𝑇∑ 𝑓𝑖𝑖
. In particular, we can see that the limit operators of 𝑇∑ 𝑓𝑖𝑖

 only 

depend on the values of 𝑓𝑖 close to infinity. 

The most important feature of limit operators is the following. 

Proposition 5. ([2, Theorem 1.1, Lemma 6.1], [6, Theorem 28], see also [9, Corollary 4.24, Theorem 4.38]) 

Let 𝐴𝑠 ∈ 𝒜1+𝜖. Then 

(a) 𝐴𝑠 is compact if and only if 𝐴𝑥𝑖
𝑠 = 0 for all 𝑥𝑖 ∈ (2𝑛 + 𝜖)ℂ𝑛 ∖ ℂ𝑛. 

(b) 𝐴𝑠 is Fredholm if and only if 𝐴𝑥𝑖
𝑠  is invertible for all 𝑥𝑖 ∈ (2𝑛 + 𝜖)ℂ𝑛 ∖ ℂ𝑛. 

There are two things to note here. First of all, in [2,6] a different compactification (and sign convention) was 

used. As already noted in [9, Section 5] and [10, Remark 3], this is not an issue because in any case the closure 

of the set {𝑊−𝑧𝑖
𝐴𝑠𝑊𝑧𝑖

: 𝑧𝑖 ∈ ℂ𝑛} in the strong operator topology is considered. We could even replace the nets by 

sequences because bounded sets are metrizable in the strong operator topology. We will use this fact in 

Proposition 14 and Theorem 15 below. However, as the points in (2𝑛 + 𝜖)ℂ𝑛 ∖ ℂ𝑛 cannot be reached by 

sequences, this comes with additional (mainly notational) difficulties. We therefore stick to nets and use the 

Stone-Čechcompactification for simplicity. 

The other thing to note is that [2,6] only consider the Toeplitz algebra 𝒯1+𝜖, which could possibly be smaller 

than 𝒜1+𝜖. However, one of the main results of this paper is that actually 𝒜1+𝜖 = 𝒯1+𝜖 for all 0 < 𝜖 < ∞, see 

Theorem 18 below. To avoid a possibly circular argument, see [9], where Proposition 5 was shown (in a much 

more general context) for 𝐴𝑠 ∈ 𝒜1+𝜖 directly (also using the Stone-Čech compactification for that matter). 

We conclude this section with the following well-known fact, which is particularly useful for us because it turns 

the strong convergence in (2.2) into norm convergence when multiplied with a compact operator. In [16] this is 

proven for sequences, but the same proof also works for bounded nets(see [22]). 

Proposition 6. ([16, Theorem 1.1.3]) 

Let 𝐸 be a Banach space, 𝐴𝑠 ∈ ℒ(𝐸) and (𝐴𝛾
𝑠 ) a bounded net in ℒ(𝐸). If (𝐴𝛾

𝑠 ) converges strongly to 𝐴𝑠, then 

‖𝐴𝛾
𝑠 𝐾𝑠 − 𝐴𝑠𝐾𝑠‖ → 0 for all 𝐾𝑠 ∈ 𝒦(𝐸). Similarly, if ((𝐴𝑠)𝛾

∗ ) converges strongly to (𝐴𝑠)∗, then ‖𝐾𝑠𝐴𝛾
𝑠 −

𝐾𝑠𝐴𝑠‖ → 0 for all 𝐾𝑠 ∈ 𝒦(𝐸). 

2.4 𝓟-Theory 

When working on the ambient space 𝐿1+𝜖
1+𝜖 , it will prove useful to generalize the notions of compactness and 

strong convergence. The following notions originate from the theory of Banach space valued sequence spaces 

(see [13,16]). The 𝒫 stands for projection and is referring to the projections 𝑀𝟙𝐵𝑠(0,1+𝜖)
, 𝜖 ≥ 0. An operator 𝐴𝑠 ∈

ℒ(𝐿1+𝜖
1+𝜖 ) is called 𝒫-compact if 

lim
𝜖→∞

 ‖𝑀𝟙𝐵𝑠(0,1+𝜖)
𝐴𝑠 − 𝐴𝑠‖ = lim

𝜖→∞
 ‖𝐴𝑠𝑀𝟙𝐵𝑠(0,1+𝜖)

− 𝐴𝑠‖ = 0 

Equivalently, 𝐴𝑠 is 𝒫-compact if and only if 

lim
𝜖→∞

 ‖𝑀𝟙𝐵𝑠(0,1+𝜖)
𝐴𝑠𝑀𝟙𝐵𝑠(0,1+𝜖)

− 𝐴𝑠‖ = 0 

The connection between compactness and 𝒫-compactness is readily seen: 

Proposition 7 (see [22]). Every compact operator is 𝒫-compact. On the other hand, if 𝐴𝑠 ∈ ℒ(𝐿1+𝜖
1+𝜖 ) is 𝒫 

compact, then 𝐴𝑠𝑃 and 𝑃𝐴𝑠 are compact. 

Proof. Let 𝐴𝑠 ∈ 𝒦(𝐿1+𝜖
1+𝜖 ). 𝑀𝕀𝐵𝑠(0,1+𝜖)

 converges ∗-strongly to the identity for 𝜖 → ∞ and therefore the 𝒫-

compactness of 𝐴𝑠 follows from Proposition 6. Conversely, if 𝐴𝑠 is 𝒫-compact, then ‖𝐴𝑠𝑀𝟙𝐵𝑠(0,1+𝜖)
𝑃 −

𝐴𝑠𝑃‖ → 0 as 𝜖 → ∞. That is, 𝐴𝑠𝑃 is approximated by the compact operators 𝐴𝑠𝑀𝟙𝐵𝑠(0,1+𝜖)
𝑃 and is therefore 

compact itself. Similarly, 𝑃𝐴𝑠 is compact. 

Replacing compact by 𝒫-compact operators, we can also define the 𝒫-essential norm: 

‖𝐴𝑠‖𝒫: = inf
𝐾𝑠

 ‖𝐴𝑠 + 𝐾𝑠‖ 

where we take the infimum over all 𝒫-compact operators 𝐾𝑠. In the same way we can amend the notion of (∗
−) strong convergence. We say that a bounded sequence of operators (𝐴𝑛

𝑠 )𝑛∈ℕ converges 𝒫-strongly to 𝐴𝑠 ∈

ℒ(𝐿1+𝜖
1+𝜖 ), 𝐴𝑛

𝑠 →
𝒫

𝐴𝑠 in short, if 
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lim
𝑛→∞

 ‖(𝐴𝑛
𝑠 − 𝐴𝑠)𝑀𝟙𝐵𝑠(0,1+𝜖)

‖ = lim
𝑛→∞

 ‖𝑀𝟙𝐵𝑠(0,1+𝜖)
(𝐴𝑛

𝑠 − 𝐴𝑠)‖ = 0 

for all 𝜖 ≥ 0. The connection between ∗-strong and 𝒫-strong convergence is as follows: 

Proposition 8 (see [22]).𝒫-strong convergence implies ∗-strong convergence. Moreover, if 𝐴𝑛
𝑠 →

∗ 
𝐴𝑠, then 

𝑃𝐴𝑛
𝑠 𝑃→

 𝒫
𝑃𝐴𝑠𝑃. 

Proof. The first statement is clear and the second follows again from Proposition 6. 

We also note that if 𝐴𝑛
𝑠 →

𝒫
0 and 𝜖 ≥ 0, then 

‖𝑀𝟙
ℂ𝑛∖𝐵𝑠((𝑥𝑖)

0
,1+𝜖)

𝐴𝑛
𝑠 𝑀𝟙

ℂ𝑛∖𝐵𝑠((𝑥𝑖)
0

,1+𝜖)
− 𝐴𝑛

𝑠 ‖ ≤ ‖𝑀𝟙
𝐵𝑠((𝑥𝑖)

0
,1+𝜖)

𝐴𝑛‖ + ‖𝑀𝟙
ℂ𝑛∖𝐵𝑠((𝑥𝑖)

0
,1+𝜖)

𝐴𝑛
𝑠 𝑀𝟙

𝐵𝑠((𝑥𝑖)
0

,1+𝜖)
‖ → 0 

as 𝑛 → ∞. The following is a 𝒫-theory generalization of [15, Lemma 2.1]. 

Lemma 9 (see [22]). Let ((𝐾𝑠)𝑛)𝑛∈ℕ be a bounded sequence of 𝒫-compact operators such that (𝐾𝑠)𝑛→
𝒫

0. Then 

there is a strictly increasing sequence (𝑛𝑘𝑖
)

𝑘𝑖∈ℕ
 of positive integers such that 𝐵𝑠: = ∑𝑘𝑖=1

∞  (𝐾𝑠)𝑛𝑘𝑖
 is a 𝒫-

strongly convergent series and 

‖𝐵𝑠‖𝒫 = lim sup
𝑘𝑖→∞

 ‖(𝐾𝑠)𝑛𝑘𝑖
‖ 

Proof. Let 𝜀 > 0. By 𝒫-compactness, we have 

lim
𝜖→∞

 ‖𝑀𝟙
𝐵𝑠((𝑥𝑖)

0
,1+𝜖)

(𝐾𝑠)𝑛𝑀𝟙
𝐵𝑠((𝑥𝑖)

0
,1+𝜖)

− (𝐾𝑠)𝑛‖ = 0 

for all 𝑛 ∈ ℕ. Hence, we may choose 𝑟1 > 0 sufficiently large such that 𝐴1
s : = 𝑀𝟙

𝐵𝑠((𝑥𝑖)
0

,𝑟1)
(𝐾𝑠)1𝑀𝟙

𝐵𝑠((𝑥𝑖)
0

,𝑟1)
 

satisfies ‖𝐴1
𝑠 − (𝐾𝑠)1‖ ≤

𝜀

2
. As ((𝐾𝑠)𝑛)𝑛∈ℕ converges 𝒫-strongly to 0, we have 

lim
𝑛→∞

 ‖𝑀𝟙
ℂ𝑛∖𝐵𝑠((𝑥𝑖)

0
,𝑟1)

(𝐾𝑠)𝑛𝑀𝟙
ℂ𝑛∖𝐵𝑠((𝑥𝑖)

0
,𝑟1)

− (𝐾𝑠)𝑛‖ = 0 

Therefore, we can choose 𝑛2 > 𝑛1: = 1 such that 

‖𝑀𝟙
ℂ𝑛∖𝐵𝑠((𝑥𝑖)

0
,𝑟1)

(𝐾𝑠)𝑛2
𝑀𝟙

ℂ𝑛∖𝐵𝑠((𝑥𝑖)
0

,𝑟1)
− (𝐾𝑠)𝑛2

‖ ≤
𝜀

8
 

Next, by 𝒫-compactness again, we can choose 𝑟2 > 𝑟1 such that 

‖𝑀𝟙
𝐵𝑠((𝑥𝑖)

0
,𝑟2)

𝑀𝟙
ℂ𝑛∖𝐵𝑠((𝑥𝑖)

0
,𝑟1)

(𝐾𝑠)𝑛2
𝑀𝟙

ℂ𝑛∖𝐵𝑠((𝑥𝑖)
0

,𝑟1)
𝑀𝟙

𝐵𝑠((𝑥𝑖)
0

,𝑟2)
− 𝑀𝟙

ℂ𝑛∖𝐵𝑠((𝑥𝑖)
0

,𝑟1)
(𝐾𝑠)𝑛2

𝑀𝟙
ℂ𝑛∖𝐵𝑠((𝑥𝑖)

0
,𝑟1)

‖ ≤
𝜀

8
 

which implies ‖𝐴2
𝑠 − (𝐾𝑠)𝑛2

‖ ≤
𝜀

4
 for 

𝐴2
𝑠 : = 𝑀𝟙

𝐵𝑠((𝑥𝑖)
0

,𝑟2)∖𝐵𝑠((𝑥𝑖)
0

,𝑟1)
(𝐾𝑠)𝑛2

𝑀𝟙
𝐵𝑠((𝑥𝑖)

0
,𝑟2)∖𝐵𝑠((𝑥𝑖)

0
,𝑟1)

. 

Interating this procedure, we get two strictly increasing sequences (𝑟𝑘𝑖
)

𝑘𝑖∈ℕ
 and (𝑛𝑘𝑖

)
𝑘𝑖∈ℕ

 and a sequence of 

operators (𝐴𝑘𝑖

𝑠 )
𝑘𝑖∈ℕ

 such that 

𝐴𝑘𝑖

𝑠 = 𝑀𝟙
𝐵𝑠((𝑥𝑖)

0
,𝑟𝑘𝑖

)∖𝐵𝑠((𝑥𝑖)
0

,𝑟𝑘𝑖−1)
(𝐾𝑠)𝑛𝑘𝑖

𝑀𝟙
𝐵𝑠((𝑥𝑖)

0
,𝑟𝑘𝑖

)∖𝐵𝑠((𝑥𝑖)
0

,𝑟𝑘𝑖−1)
 

and ‖𝐴𝑘𝑖

𝑠 − (𝐾𝑠)𝑛𝑘𝑖
‖ ≤

𝜀

2𝑘𝑖
 for all 𝑘𝑖 ∈ ℕ. Define 𝐴𝑠 ≔ ∑ 𝐴𝑘𝑖

𝑠∞
𝑘𝑖=1 . As 𝐴𝑠 has block structure, it is easily seen 

that this series converges 𝒫-strongly and 

‖𝐴𝑠‖ = sup
𝑘𝑖∈ℕ

 ‖𝐴𝑘𝑖

𝑠 ‖ ≤ sup
𝑘𝑖∈ℕ

 ‖(𝐾𝑠)𝑛𝑘𝑖
‖ < ∞ 

Moreover, ‖𝐴𝑠‖𝒫 ≤ lim sup𝑘𝑖→∞  ‖𝐴𝑘𝑖

𝑠 ‖ and 

‖𝐴𝑠 + 𝐾𝑠‖ ≥ ‖(𝐴𝑠 + 𝐾𝑠)𝑀𝟙
ℂ𝑛∖𝐵𝑠(0,𝑟𝑘𝑖−1)

‖ ≥ ‖𝐴𝑘𝑖

𝑠 ‖ − ‖𝐾𝑠𝑀𝟙
ℂ𝑛∖𝐵𝑠(0,𝑟𝑘𝑖−1)

‖ 

for all 𝒫-compact operators 𝐾𝑠. Taking the limit 𝑘𝑖 → ∞, we get ‖𝐴𝑠 + 𝐾𝑠‖ ≥ lim sup𝑘𝑖→∞  ‖𝐴𝑘𝑖

𝑠 ‖. 

Therefore, the equality ‖𝐴𝑠‖𝒫 = lim sup𝑘𝑖→∞  ‖𝐴𝑘𝑖

𝑠 ‖ follows. Now define 𝐵𝑠: = ∑𝑘𝑖=1
∞  (𝐾𝑠)𝑛𝑘𝑖

. As ‖𝐴𝑘𝑖

𝑠 −

(𝐾𝑠)𝑛𝑘𝑖
‖ ≤

𝜀

2𝑘𝑖
 for all 𝑘𝑖 ∈ ℕ, this series also converges 𝒫-strongly and ‖𝐵𝑠‖ ≤ ‖𝐴𝑠‖ + 𝜀. Moreover 

|‖𝐵𝑠‖𝒫 − ‖𝐴𝑠‖𝒫| ≤ ‖𝐵𝑠 − 𝐴𝑠‖𝒫 ≤ ‖𝐵𝑠 − 𝐴𝑠‖ ≤ 𝜀 

As 𝜀 was arbitrary, we get 

‖𝐵𝑠‖𝒫 = lim sup
𝑘𝑖→∞

 ‖𝐴𝑘𝑖

𝑠 ‖ = lim sup
𝑘𝑖→∞

 ‖(𝐾𝑠)𝑛𝑘𝑖
‖ 

Let VO𝑏(ℂ𝑛) denote the set of bounded continuous functions 𝑓𝑖: ℂ𝑛 → ℂ of vanishing oscillation, that is, 

Osc𝑧𝑖
(𝑓𝑖): = sup{|𝑓𝑖(𝑧𝑖) − 𝑓𝑖(𝑤𝑖)|: |𝑤𝑖 − 𝑧𝑖| ≤ 1} → 0 
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as |𝑧𝑖| → ∞. Obviously, the set of continuous functions with compact support, 𝐶𝑐(ℂ𝑛), is contained in VO𝑏(ℂ𝑛). 

For 1 + 𝜖 > 0 and 𝑗0 ∈ ℕ we define the following sets of functions: 

𝒢1+𝜖,𝑗0
: = { ∑  

𝑘𝑖

𝑗=𝑗0+1

 𝑎𝑗𝜑𝑗,1+𝜖: 𝑎𝑗 ∈ ℂ, |𝑎𝑗| = 1, 𝑘𝑖 ∈ ℕ} ⊂ 𝐶𝑐(ℂ𝑛) 

Note that ‖𝑔𝑖‖∞ ≤ 𝑁 for all 𝑔𝑖 ∈ 𝒢1+𝜖,𝑗0
, 𝜖 > −1 and 𝑗0 ∈ ℕ. 

Lemma 10 (see [22]). Let 𝐴𝑠 ∈ ℒ(𝐿1+𝜖) and assume that [𝑀𝑓𝑖
, 𝐴𝑠] is 𝒫-compact for all 𝑓𝑖 ∈ VO𝑏(ℂ𝑛). Then for 

every 𝜀 > 0, there is a 𝜖 > −1 and a 𝑗0 ∈ ℕ such that for all 𝑔𝑖 ∈ 𝒢𝑗0,1+𝜖 we have ‖[𝑀𝑔𝑖
, 𝐴𝑠]‖ < 𝜀. 

Proof. Assume that this is not the case, that is, there is an 𝜀 > 0 such that for every 𝜖 > −1 and every 𝑗0 ∈ ℕ 

there is an 𝑔𝑖 ∈ 𝒢𝑗0,1+𝜖 such that ‖[𝑀𝑔𝑖
, 𝐴𝑠]‖ ≥ 𝜀. Set 𝑡𝑛 =

1

𝑛
. As every ball 𝐵𝑠(0,1 + 𝜖) has a nontrivial 

intersection with only finitely many of the sets{supp𝜑𝑗,𝑡𝑛
: 𝑗 ∈ ℕ}, we can choose 𝑗𝑛 ∈ ℕ and (𝑔𝑖)𝑛 ∈ 𝒢𝑗𝑛,𝑡𝑛

 

recursively such that dist(supp(𝑔𝑖)𝑛, supp(𝑔𝑖)𝑚) > 1 for 𝑛 ≠ 𝑚 and ‖[𝑀(𝑔𝑖)𝑛
, 𝐴𝑠]‖ ≥ 𝜀 for all 𝑛 ∈ ℕ. Let 

(𝐾𝑠)𝑛: = [𝑀(𝑔𝑖)𝑛
, 𝐴𝑠]. As (𝑔𝑖)𝑛 ∈ 𝒢𝑗𝑛,𝑡𝑛

⊂ 𝐶𝑐(ℂ𝑛) ⊂ VO𝑏(ℂ𝑛), (𝐾𝑠)𝑛 is 𝒫-compact. Let 𝜓𝑖 ∈ 𝐶𝑐(ℂ𝑛). Then 

𝑀𝜓𝑖
(𝐾𝑠)𝑛 = 𝑀𝜓𝑖⋅(𝑔𝑖)𝑛

𝐴𝑠 − 𝑀𝜓𝑖
𝐴𝑠𝑀(𝑔𝑖)𝑛

= 𝑀𝜓𝑖⋅(𝑔𝑖)𝑛
𝐴𝑠 − [𝑀𝜓𝑖

, 𝐴𝑠]𝑀(𝑔𝑖)𝑛
+ 𝐴𝑠𝑀𝜓𝑖⋅(𝑔𝑖)𝑛

 

By construction, the first and the third term are 0 for sufficiently large 𝑛. As [𝑀𝜓𝑖
, 𝐴𝑠] is 𝒫-compact by 

assumption, the second term also tends to 0 as 𝑛 → ∞. Similarly, (𝐾𝑠)𝑛𝑀𝜓𝑖
→ 0 as 𝑛 → ∞. 

It follows that ((𝐾𝑠)𝑛)𝑛∈ℕ converges 𝒫-strongly to 0. Lemma 9 thus implies that there is a strictly increasing 

sequence (𝑛𝑘𝑖
)

𝑘𝑖∈ℕ
 such that 

‖ ∑  

∞

𝑘𝑖=1

 ∑ [𝑀(𝑔𝑖)𝑛𝑘𝑖
, 𝐴𝑠]

𝑖

‖

𝒫

= lim sup
𝑘𝑖→∞

 ∑ ‖[𝑀(𝑔𝑖)𝑛𝑘𝑖
, 𝐴𝑠]‖

𝑖

≥ 𝜀.                     (2.3) 

Let ϵ ≥ 0, 𝑧𝑖 , 𝑤𝑖 ∈ ℂ𝑛 with 𝑑(𝑧𝑖 , 𝑤𝑖) ≤ 1 and observe that 

|∑

𝑖

((𝑔𝑖)𝑛(𝑧𝑖) − (𝑔𝑖)𝑛(𝑤𝑖))| ≤ ∑  

𝑘𝑖

𝑗=𝑗𝑛+1

∑|𝜑𝑗,𝑡𝑛
(𝑧𝑖) − 𝜑𝑗,𝑡𝑛

(𝑤𝑖)|

𝑖

 

≤ (2𝑁)
𝜖

1+𝜖 ( ∑  

𝑘𝑖

𝑗=𝑗𝑛+1

 ∑|𝜑𝑗,𝑡𝑛
(𝑧𝑖) − 𝜑𝑗,𝑡𝑛

(𝑤𝑖)|
1+𝜖

𝑖

)

1/1+𝜖

 

by Hölder’s inequality and the fact that at most 2𝑁 of the summands can be non-zero. The latter is bounded by 

(2𝑁)
𝜖

1+𝜖(1 + 𝜖)𝑛

1

1+𝜖 =
(2𝑁)

𝜖
1+𝜖

𝑛1/1+𝜖 , which tends to 0 as 𝑛 → ∞. It follows that 𝑓𝑖: = ∑𝑘𝑖=1
∞  ∑ (𝑔𝑖)𝑛𝑘𝑖

𝑖  is in VO𝑏(ℂ𝑛). 

But this means that 

0 = ‖[𝑀𝑓𝑖
, 𝐴𝑠]‖

𝒫
= ‖ ∑  

∞

𝑘𝑖=1

 ∑ [𝑀(𝑔𝑖)𝑛𝑘𝑖
, 𝐴𝑠]

𝑖

‖

𝒫

 

which contradicts (2.3). 

We show an elementary but useful lemma. 

Lemma 11 (see [22]). Let 𝑛 ∈ ℕ and let 𝐴1
𝑠 , … , 𝐴𝑛

𝑠 , 𝐵1
𝑠 , … 𝐵𝑛

𝑠 be bounded linear operators. Then 

‖∑  

𝑛

𝑗=1

 𝐴𝑗
𝑠𝐵𝑗

𝑠‖ ≤ ‖∑  

𝑛

𝑗=1

 𝜁𝑗𝐴𝑗
𝑠‖ ⋅ ‖∑  

𝑛

𝑗=1

  𝜁𝑗𝐵𝑗
𝑠‖ 

where the 𝜁𝑗  are certain roots of unity. 

Proof. Let 𝜉𝑗 = 𝑒
2𝜋𝑖𝑗

𝑛  and 𝑚 ∈ {1 − 𝑛, … , 𝑛 − 1}. Then 

∑  

𝑛

𝑗=1

𝜉𝑗
𝑚 = {

𝑛  if 𝑚 = 0

0  if 𝑚 ≠ 0
 

Since 

∑  

𝑛

𝑗=1

∑  

𝑛

𝑘𝑖=1

∑  

𝑛

𝑙=1

𝐴𝑗
𝑠𝐵𝑘𝑖

𝑠 𝜉𝑙
𝑗−𝑘𝑖 = 𝑛 ∑  

𝑛

𝑗=1

𝐴𝑗
𝑠𝐵𝑗

𝑠 

there is an 𝑙 ∈ {1, … , 𝑛} such that 
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‖∑  

𝑛

𝑗=1

  ∑  

𝑛

𝑘𝑖=1

 𝐴𝑗
𝑠𝐵𝑘𝑖

𝑠 𝜉𝑙
𝑗−𝑘𝑖‖ ≥ ‖∑  

𝑛

𝑗=1

 𝐴𝑗
𝑠𝐵𝑗

𝑠‖ 

Defining 𝜁𝑗 : = 𝜉𝑙
𝑗
 yields the result. 

 

III. Essential Commutants 
We now return to the Fock space. For a set of operators 𝑋 ⊆ ℒ(𝐹1+𝜖

1+𝜖) we call the set 

EssCom(𝑋): = {𝐴𝑠 ∈ ℒ(𝐹1+𝜖
1+𝜖): [𝐵𝑠 , 𝐴𝑠] ∈ 𝒦(𝐹1+𝜖

1+𝜖) for all 𝐵𝑠 ∈ 𝑋} 

the essential commutant of 𝑋. The set EssCom(EssCom(𝑋)) is called the essential bicommutant of 𝑋. Hence, 

we always have 𝑋 ⊆ EssCom(EssCom(𝑋)). As we see, equality holds for 𝑋 = 𝒜1+𝜖. We start with a corollary 

to Lemma 10. This corollary will be needed in the following. 

Corollary 12 (see [22]). Let 𝐴𝑠 ∈ ℒ(𝐹1+𝜖
1+𝜖). If [𝑇∑ 𝑓𝑖

, 𝐴𝑠] is compact for all 𝑓𝑖 ∈ VO𝑏(ℂ𝑛), then for every 𝜀 > 0, 

there is a 𝜖 > −1 and a 𝑗0 ∈ ℕ such that for all 𝑔𝑖 ∈ 𝒢𝑗0,1+𝜖 we have ‖[𝑀𝑔𝑖
, 𝐴𝑠𝑃]‖ < 𝜀. 

For the proof, we need the notion of a Hankel operator 𝐻𝑓𝑖
= (𝐼 − 𝑃)𝑀𝑓𝑖

: 𝐹1+𝜖
1+𝜖 → 𝐿1+𝜖

1+𝜖 , where 𝐼 denotes the 

identity operator and 𝑓𝑖 is a bounded symbol. We will also need the adjoint of 𝐻𝑓𝑖‾
: 𝐹1+𝜖

(1+𝜖)/𝜖
→ 𝐿1+𝜖

(1+𝜖)/𝜖
, which is 

given by 𝐻𝑓𝑖‾
∗ = 𝑃𝑀𝑓𝑖

(𝐼 − 𝑃): 𝐿1+𝜖
1+𝜖 → 𝐹1+𝜖

1+𝜖, where 𝜖 ≥ 0. 

Proof. In view of Lemma 10, we need to check that [𝑀𝑓𝑖
, 𝐴𝑠𝑃] is 𝒫-compact for all 𝑓𝑖 ∈ VO𝑏(ℂ𝑛): 

[𝑀𝑓𝑖
, 𝐴𝑠𝑃]= 𝑀𝑓𝑖

𝐴𝑠𝑃 − 𝐴𝑠𝑃𝑀𝑓𝑖
= 𝑃𝑀𝑓𝑖

𝐴𝑠𝑃 + (𝐼 − 𝑃)𝑀𝑓𝑖
𝐴𝑠𝑃 − 𝐴𝑠𝑃𝑀𝑓𝑖

𝑃 − 𝐴𝑠𝑃𝑀𝑓𝑖
(𝐼 − 𝑃)

= [𝑇∑ 𝑓𝑖
, 𝐴𝑠]𝑃 + (𝐼 − 𝑃)𝑀𝑓𝑖

𝐴𝑠𝑃 − 𝐴𝑠𝑃𝑀𝑓𝑖
(𝐼 − 𝑃) = [𝑇∑ 𝑓𝑖

, 𝐴𝑠]𝑃 + 𝐻𝑓𝑖
𝐴𝑠𝑃 − 𝐴𝑠𝐻𝑓𝑖

∗
 

As 𝐻𝑓𝑖
 and 𝐻𝑓̅𝑖

 are compact for 𝑓𝑖 ∈ VO𝑏(ℂ𝑛) (see [14, Theorem 1.1], for example), [𝑀∑ 𝑓𝑖
, 𝐴𝑠𝑃] is compact, 

hence 𝒫-compact (Proposition 7). Therefore, Lemma 10 implies the result. 

Theorem 13 (see [22]). Let 𝐴𝑠 ∈ ℒ(𝐹1+𝜖
1+𝜖). If [𝑇∑ 𝑓𝑖

, 𝐴𝑠] is compact for all 𝑓𝑖 ∈ VO𝑏(ℂ𝑛), then 𝐴𝑠 ∈ 𝒜1+𝜖. 

Proof. Let 𝐴𝑠 ∈ ℒ(𝐹1+𝜖
1+𝜖) and 𝜖 ≥ 0. We decompose 𝐴𝑠𝑃 as 

𝐴𝑠𝑃 = ∑  

∞

𝑗=1

𝑀𝜑𝑗,1+𝜖
1+𝜖 𝐴𝑠𝑃 = ∑  

∞

𝑗=1

𝑀𝜑𝑗,1+𝜖
𝜖 𝐴𝑠𝑃𝑀𝜑𝑗,1+𝜖

+ ∑  

∞

𝑗=1

𝑀𝜑𝑗,1+𝜖
𝜖 [𝑀𝜑𝑗,1+𝜖

, 𝐴𝑠𝑃] 

The first summand is clearly a band operator. The second summand can be further decomposed as 

∑  

∞

𝑗=1

𝑀𝜑𝑗,1+𝜖
𝜖 [𝑀𝜑𝑗,1+𝜖

, 𝐴𝑠𝑃] = ∑  

𝑗0

𝑗=1

𝑀𝜑𝑗,1+𝜖
𝜖 [𝑀𝜑𝑗,1+𝜖

, 𝐴𝑠𝑃] + ∑  

∞

𝑗=𝑗0+1

𝑀𝜑𝑗,1+𝜖
𝜖 [𝑀𝜑𝑗,1+𝜖

, 𝐴𝑠𝑃] 

for any 𝑗0 ∈ ℕ. As 𝜑𝑗,1+𝜖 has compact support, [𝑀𝜑𝑗,1+𝜖
, 𝐴𝑠𝑃] is compact, hence band-dominated as well. It 

therefore suffices to show, by choosing (1 + 𝜖) and 𝑗0 appropriately, that ∑𝑗=𝑗0+1
∞  𝑀𝜑𝑗,1+𝜖

𝜖 [𝑀𝜑𝑗,1+𝜖
, 𝐴𝑠𝑃] can be 

made arbitrarily small. The theorem then follows from the fact that BDO1+𝜖 is closed. 

Let 𝜀 > 0. We have 

‖ ∑  

𝑘𝑖

𝑗=𝑗0+1

 𝑀𝜑𝑗,1+𝜖
𝜖 [𝑀𝜑𝑗,1+𝜖

, 𝐴𝑠𝑃]‖ ≤ ‖ ∑  

𝑘𝑖

𝑗=𝑗0+1

  𝜁𝑗𝑀𝜑𝑗,1+𝜖
𝜖 ‖ ‖ ∑  

𝑘𝑖

𝑗=𝑗0+1

  𝜁𝑗 [𝑀𝜑𝑗,1+𝜖
, 𝐴𝑠𝑃]‖ 

for every 𝑘𝑖 ∈ ℕ, where the 𝜁𝑗  are the appropriate roots of unity according to Lemma 11. As {𝑗 ∈

ℕ: 𝜑𝑗,1+𝜖(𝑧𝑖) ≠ 0} has at most 𝑁 elements for each 𝑧𝑖 ∈ ℂ𝑛, the first factor is bounded by the universal constant 

𝑁. For the second factor we observe 

∑  

𝑘𝑖

𝑗=𝑗0+1

𝜁𝑗 [𝑀𝜑𝑗,1+𝜖
, 𝐴𝑠𝑃] = [𝑀𝑔𝑖

, 𝐴𝑠𝑃] 

where 𝑔𝑖 = ∑𝑗=𝑗0+1
𝑘𝑖  𝜁𝑗𝜑𝑗,1+𝜖 ∈ 𝒢𝑗0,1+𝜖. By choosing 1 + 𝜖 and 𝑗0 appropriately, this can be bounded by 𝜀 

(Corollary 12). As this estimate is independent of 𝑔𝑖 ∈ 𝒢𝑗0,1+𝜖, it is also independent of 𝑘𝑖. Therefore, using that 

the series is strongly convergent, we obtain 

‖ ∑  

∞

𝑗=𝑗0+1

 𝑀𝜑𝑗,1+𝜖
𝜖 [𝑀𝜑𝑗,1+𝜖

, 𝐴𝑠𝑃]‖ ≤ lim inf
𝑘𝑖→∞

 ‖ ∑  

𝑘𝑖

𝑗=𝑗0+1

 𝑀𝜑𝑗,1+𝜖
𝜖 [𝑀𝜑𝑗,1+𝜖

, 𝐴𝑠𝑃]‖ ≤ 𝑁𝜀 

Proposition 14(see [22]). 

(a) Let 𝐴𝑠 ∈ 𝒜1+𝜖 and 𝑥𝑖 ∈ (2𝑛 + 𝜖)ℂ𝑛 ∖ ℂ𝑛. Then there is a sequence ((𝑥𝑖)𝑛)𝑛∈ℕ in ℂ𝑛 with 

lim𝑛→∞  |(𝑥𝑖)𝑛| = ∞ such that 𝑊−(𝑥𝑖)𝑛
𝐴𝑠𝑊(𝑥𝑖)𝑛

→ 𝐴𝑥𝑖
𝑠  in the strong operator topology. 
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(b) Let 𝐴𝑠 ∈ 𝒜1+𝜖 and ((𝑥𝑖)𝑛)𝑛∈ℕ a sequence in ℂ𝑛 with lim𝑛→∞  |(𝑥𝑖)𝑛| = ∞. Then there exist a 

subsequence ((𝑥𝑖)𝑛𝑘𝑖
)

𝑘𝑖∈ℕ
 and an operator 𝐵𝑠 ∈ 𝒜1+𝜖 such that 𝑊−(𝑥𝑖)𝑛𝑘𝑖

𝐵𝑠𝑊(𝑥𝑖)𝑛𝑘𝑖
→ 𝐴𝑠 in the strong 

operator topology. 

Proof. (a) This follows from the fact that the strong operator topology is metrizable on bounded subsets of 

ℒ(𝐹1+𝜖
1+𝜖) (see Remark 5.2 in [9]). 

(b) Choose a subsequence ((𝑥𝑖)𝑛𝑘𝑖
)

𝑘𝑖∈ℕ
 of ((𝑥𝑖)𝑛)𝑛∈ℕ such that |(𝑥𝑖)𝑛𝑘𝑖+1

| > |(𝑥𝑖)𝑛𝑘𝑖
| + 2𝑘𝑖 + 1. This ensures 

that 𝐵𝑠 ((𝑥𝑖)𝑛𝑘𝑖
, 𝑘𝑖) ∩ 𝐵𝑠((𝑥𝑖)𝑛𝑙

, 𝑙) = ∅ for 𝑘𝑖 ≠ 𝑙. Define 

𝐶𝑙: = 𝑀𝟙
𝐵𝑠((𝑥𝑖)

𝑛𝑙
,𝑙)

𝑊(𝑥𝑖)𝑛𝑙
𝐴𝑠𝑃𝑊−(𝑥𝑖)𝑛𝑙

𝑀𝟙
𝐵𝑠((𝑥𝑖)

𝑛𝑙
,𝑙)

 

and 𝐶: = ∑𝑙=1
∞  𝐶𝑙. Considering the block structure of 𝐶, it is clear that 𝐶 is bounded with ‖𝐶‖ ≤ ‖𝐴𝑠𝑃‖. By 

approximation, this also shows that 𝐶 ∈ BDO1+𝜖. We will now show that (𝑊−(𝑥𝑖)𝑛𝑘𝑖
𝐶𝑊(𝑥𝑖)𝑛𝑘𝑖

)
𝑘𝑖∈ℕ

 converges 

strongly to 𝐴𝑠𝑃. Restricting to 𝐹1+𝜖
1+𝜖, 𝐵𝑠: = 𝑃𝐶|𝐹1+𝜖

1+𝜖 ∈ 𝒜1+𝜖, then yields the assertion. 

Let 𝑗 ∈ ℕ and 𝑓𝑖 ∈ 𝐿1+𝜖
1+𝜖  with supp𝑓𝑖 ⊆ 𝐵𝑠(0, 𝑗). For 𝑘𝑖 ≥ 𝑗 the support of 𝑊(𝑥𝑖)𝑛𝑘𝑖

𝑓𝑖 is contained in 

𝐵𝑠 ((𝑥𝑖)𝑛𝑘𝑖
, 𝑗) ⊆ 𝐵𝑠 ((𝑥𝑖)𝑛𝑘𝑖

, 𝑘𝑖) and therefore, by construction, 𝑊−(𝑥𝑖)𝑛𝑘𝑖
𝐶𝑙𝑊(𝑥𝑖)𝑛𝑘𝑖

𝑓𝑖 = 0 unless 𝑙 = 𝑘𝑖. For 

𝑙 = 𝑘𝑖 we have 

𝑊−(𝑥𝑖)𝑛𝑘𝑖
𝐶𝑙𝑊(𝑥𝑖)𝑛𝑘𝑖

= 𝑊−(𝑥𝑖)𝑛𝑘𝑖
𝑀𝟙

𝐵𝑠((𝑥𝑖)
𝑛𝑘𝑖

,𝑘𝑖)

𝑊(𝑥𝑖)𝑛𝑘𝑖
𝐴𝑠𝑃𝑊−(𝑥𝑖)𝑛𝑘𝑖

𝑀𝟙
𝐵𝑠((𝑥𝑖)

𝑛𝑘𝑖
,𝑘𝑖)

𝑊(𝑥𝑖)𝑛𝑘𝑖
 

= 𝑀𝟙𝐵𝑠(0,𝑘𝑖)
𝐴𝑠𝑃𝑀𝟙𝐵𝑠(0,𝑘𝑖)

 

It follows 

𝑊−(𝑥𝑖)𝑛𝑘𝑖
𝐶𝑊(𝑥𝑖)𝑛𝑘𝑖

𝑓𝑖 = 𝑊−(𝑥𝑖)𝑛𝑘𝑖
𝐶𝑘𝑖

𝑊(𝑥𝑖)𝑛𝑘𝑖
𝑓𝑖 = 𝑀𝟙𝐵𝑠(0,𝑘𝑖)

𝐴𝑠𝑃𝑓𝑖 

As 𝑀𝟙𝐵𝑠(0,𝑘𝑖)
→ 𝐼 strongly, (𝑊−(𝑥𝑖)𝑛𝑘𝑖

𝐶𝑊(𝑥𝑖)𝑛𝑘𝑖
𝑓𝑖)

𝑘𝑖∈ℕ

 converges to 𝐴𝑠𝑃𝑓𝑖. As functions with compact support 

are dense in 𝐿1+𝜖
1+𝜖 , we conclude that (𝑊−(𝑥𝑖)𝑛𝑘𝑖

𝐶𝑊(𝑥𝑖)𝑛𝑘𝑖
)

𝑘𝑖∈ℕ

 converges strongly to 𝐴𝑠𝑃. 

Theorem 15 (see [22]). Let 𝐴𝑠 ∈ ℒ(𝐹1+𝜖
1+𝜖). Then the following are equivalent: 

(a) 𝐴𝑠 ∈ EssCom(𝒜1+𝜖). 

(b) 𝐴𝑠 ∈ 𝒜1+𝜖 and 𝐴𝑥𝑖
𝑠 ∈ ℂ𝐼: = {𝜆𝐼: 𝜆 ∈ ℂ} for all 𝑥𝑖 ∈ (2𝑛 + 𝜖)ℂ𝑛 ∖ ℂ𝑛. 

(c) 𝐴𝑠 = 𝑇∑𝑖 𝑓𝑖
+ 𝐾𝑠 for some 𝑓𝑖 ∈ VO𝑏(ℂ𝑛) and 𝐾𝑠 ∈ 𝒦(𝐹1+𝜖

1+𝜖). 

Proof. (a) ⇒ (b) : Let 𝐴𝑠 ∈ ℒ(𝐹1+𝜖
1+𝜖) and assume that [𝐵𝑠 , 𝐴𝑠] is compact for all 𝐵𝑠 ∈ 𝒜1+𝜖. As 𝑇∑𝑖 𝑓𝑖

∈ 𝒜1+𝜖 

for all 𝑓𝑖 ∈ 𝐿∞(ℂ𝑛), Theorem 13 implies that 𝐴𝑠 ∈ 𝒜1+𝜖. Let 𝑥𝑖 ∈ (2𝑛 + 𝜖)ℂ𝑛 ∖ ℂ𝑛 and 𝐶 ∈ 𝒜1+𝜖. By 

Proposition 14, we can choose a sequence ((𝑥𝑖)𝑛)𝑛∈ℕ with lim|(𝑥𝑖)𝑛| = ∞ such that 

𝐴𝑥𝑖
𝑠 = s − lim

𝑛→∞
𝑊−(𝑥𝑖)𝑛

𝐴𝑠𝑊(𝑥𝑖)𝑛
and    𝐶 = s − lim

𝑛→∞
𝑊−(𝑥𝑖)𝑛

𝐵𝑠𝑊(𝑥𝑖)𝑛
 

for some 𝐵𝑠 ∈ 𝒜1+𝜖. As [𝐵𝑠 , 𝐴𝑠] is compact, it follows 

0 = s − lim
−(𝑥𝑖)𝑛→∞

 𝑊−[𝐵𝑠 , 𝐴𝑠]𝑊(𝑥𝑖)𝑛
= 𝐶𝐴𝑥𝑖

𝑠 − 𝐴𝑥𝑖
𝑠 𝐶 

that is, 𝐴𝑥𝑖
𝑠  commutes with 𝐶. As 𝐶 ∈ 𝒜1+𝜖 was arbitrary and 𝒦(𝐹1+𝜖

1+𝜖) ⊂ 𝒜1+𝜖, this means that 𝐴𝑥𝑖
𝑠  commutes 

with every compact operator. That this can only happen if 𝐴𝑥𝑖
𝑠  is a multiple of the identity is a well-known fact. 

(b)⇒(a): Conversely, if every limit operator of 𝐴𝑠 is a constant multiple of the identity, then 

[𝐵𝑠 , 𝐴𝑠]𝑥𝑖
= 𝐵𝑥𝑖

𝑠 𝐴𝑥𝑖
𝑠 − 𝐴𝑥𝑖

𝑠 𝐵𝑥𝑖
𝑠 = 0 

for all 𝑥𝑖 ∈ (2𝑛 + 𝜖)ℂ𝑛 ∖ ℂ𝑛 and 𝐵𝑠 ∈ 𝒜1+𝜖. The characterization of compact operators (Proposition 5) thus 

implies 𝐴𝑠 ∈ EssCom(𝒜1+𝜖). 

(c)⇒(b): As Toeplitz and compact operators are in 𝒜1+𝜖 (Proposition 3) and every limit operator of a compact 

operator is 0 (Proposition 5), it suffices to check (𝑇∑ 𝑓𝑖𝑖
)

𝑥𝑖
= 𝑓𝑖(𝑥𝑖)𝐼 for all 𝑥𝑖 ∈ (2𝑛 + 𝜖)ℂ𝑛 ∖ ℂ𝑛, 𝑓𝑖 ∈

VO𝑏(ℂ𝑛). Using 𝑊−𝑧𝑖
𝑇∑ 𝑓𝑖𝑖

𝑊𝑧𝑖
= 𝑇∑ 𝑓𝑖(⋅+𝑧𝑖)𝑖

, this is easily verified (as in the proof of [6, Theorem 33]). 

(b)⇒(c): We will first show that ℬ(𝐴𝑠) is in VO𝑏(ℂ𝑛). The argument is similar to [8, Theorem 36]. For 

completeness we sketch it here. Assume that ℬ(𝐴𝑠) ∉ VO𝑏(ℂ𝑛). Then we can find an 𝜀 > 0 and nets 

((𝑥𝑖)𝛾), ((ℎ𝑖)𝛾) in ℂ𝑛 with |(ℎ𝑖)𝛾| ≤ 1 such that (𝑥𝑖)𝛾 → 𝑥𝑖  for some 𝑥𝑖 ∈ (2𝑛 + 𝜖)ℂ𝑛 ∖ ℂ𝑛, (ℎ𝑖)𝛾 → ℎ𝑖  for 

some ℎ𝑖 ∈ ℂ𝑛 and 

|[ℬ(𝐴𝑠)]((𝑥𝑖)𝛾 + (ℎ𝑖)𝛾) − [ℬ(𝐴𝑠)]((𝑥𝑖)𝛾)| > 𝜀.                                (3.1) 
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for all 𝛾. By Proposition 4, the net (𝑊−(𝑥𝑖)𝛾
𝐴𝑠𝑊(𝑥𝑖)𝛾

) converges strongly to 𝐴𝑥𝑖
𝑠 = 𝜆𝑥𝑖

𝐼 for some 𝜆𝑥𝑖
∈ ℂ. Since 

𝑊(𝑥𝑖)𝛾
(𝑘𝑖)𝑧𝑖

= 𝑒−𝑖(1+𝜖)Im((𝑥𝑖)𝛾⋅�̅�𝑖)(𝑘𝑖)(𝑥𝑖)𝛾+𝑧𝑖
 for 𝑧𝑖 ∈ ℂ𝑛, we have 

[ℬ(𝐴𝑠)]((𝑥𝑖)𝛾 + 𝑧𝑖) = [ℬ (𝑊−(𝑥𝑖)𝛾
𝐴𝑠𝑊(𝑥𝑖)𝛾

)] (𝑧𝑖) → [ℬ(𝜆𝑥𝑖
𝐼)](𝑧𝑖) = 𝜆𝑥𝑖

.                      (3.2) 

as (𝑥𝑖)𝛾 → 𝑥𝑖. It follows 

|[ℬ(𝐴𝑠)]((𝑥𝑖)𝛾 + (ℎ𝑖)𝛾) − [ℬ(𝐴𝑠)]((𝑥𝑖)𝛾)| 

≤ |[ℬ(𝐴𝑠)]((𝑥𝑖)𝛾 + (ℎ𝑖)𝛾) − [ℬ(𝐴𝑠)]((𝑥𝑖)𝛾 + ℎ𝑖)| 

+|[ℬ(𝐴𝑠)]((𝑥𝑖)𝛾 + ℎ𝑖) − [ℬ(𝐴𝑠)]((𝑥𝑖)𝛾)| → 0 

because of the Lipschitz continuity of ℬ(𝐴𝑠) (see Proposition 1) and (3.2). This is a contradiction to (3.1). 

Hence ℬ(𝐴𝑠) ∈ VO𝑏(ℂ𝑛). It remains to show that 𝐴𝑠 − 𝑇ℬ(𝐴𝑠) is compact. However, the computation (3.2) for 

𝑧𝑖 = 0 also shows that 𝐴𝑥𝑖
𝑠 = [𝐵𝑠(𝐴𝑠)](𝑥𝑖)𝐼 = (𝑇ℬ(𝐴𝑠))

𝑥𝑖
 (compare with the third part of this proof) for all 𝑥𝑖 ∈

(2𝑛 + 𝜖)ℂ𝑛 ∖ ℂ𝑛. Using the compactness characterization again (Proposition 5), we conclude that 𝐴𝑠 =
𝑇ℬ(𝐴𝑠) + 𝐾𝑠 for some compact operator 𝐾𝑠. 

Combining Theorem 13 with Theorem 15, we get the following corollary: 

Corollary 16. 𝒜1+𝜖 is equal to its essential bicommutant. 

 

4 Characterizations of the Toeplitz algebra 

Recall that an operator 𝐴𝑠 ∈ ℒ(𝐹1+𝜖
1+𝜖) is called sufficiently localized if there are constants 𝜖 ≥ 0, 𝜖 > 0 such that 

⟨𝐴𝑠(𝑘𝑖)𝑧𝑖
, (𝑘𝑖)𝑤𝑖

⟩ ≤
1 + 𝜖

(1 + |𝑧𝑖 − 𝑤𝑖|)2𝑛+𝜖
 

for all 𝑤𝑖 , 𝑧𝑖 ∈ ℂ𝑛. As 

(𝐴𝑠𝑓𝑖)(𝑤𝑖)𝑒−
1+𝜖

2
|𝑤𝑖|2

= (
1 + 𝜖

𝜋
)

𝑛

∫  
ℂ𝑛

 ∑ 𝑓𝑖(𝑧𝑖)((𝐴𝑠)∗(𝑘𝑖)𝑤𝑖
)(𝑧𝑖)𝑒−(1+𝜖)|𝑧𝑖|2

𝑖

d𝑧𝑖 

= (
1 + 𝜖

𝜋
)

𝑛

∫  
ℂ𝑛

∑ 𝑓𝑖(𝑧𝑖)〈𝐴𝑠(𝑘𝑖)𝑧𝑖
, (𝑘𝑖)𝑤𝑖

〉𝑒−
(1+𝜖)

2
|𝑧𝑖|2

d𝑧𝑖

𝑖

,        (4.1) 

Young's inequality implies 

‖𝐴𝑠‖1+𝜖: = sup
𝑓𝑖∈𝐹1+𝜖

1+𝜖
 ∑

‖𝐴𝑠𝑓𝑖‖1+𝜖

‖𝑓𝑖‖1+𝜖
𝑖

≤ (1 + 𝜖) (
1 + 𝜖

𝜋
)

𝑛

∑ ‖
1

(1 + | ⋅ |)2𝑛+𝜖
‖

𝐿1(ℂ𝑛)𝑖

 

for every 0 < 𝜖 < ∞. In particular, (4.1) defines a bounded linear operator on every 𝐹1+𝜖
1+𝜖. Now, we need one 

last proposition. 

Proposition 17 (see [22]). Let 𝐴𝑠 be sufficiently localized. Then the map Ψ: ℂ𝑛 → ℒ(𝐹1+𝜖
1+𝜖), Ψ(𝑧𝑖) = 𝑊−𝑧𝑖

𝐴𝑠𝑊𝑧𝑖
 

is uniformly continuous in the norm topology. 

Proof. Let 𝐴𝑠 be sufficiently localized. Because of the identities 𝑊𝑧𝑖+𝑥𝑖
= 𝑒−𝑖(1+𝜖)Im(𝑧𝑖⋅�̅�𝑖)𝑊𝑥𝑖

𝑊𝑧𝑖
 and 

𝑊−(𝑧𝑖+𝑥𝑖) = 𝑒𝑖(1+𝜖)Im(𝑧𝑖⋅�̅�𝑖)𝑊−𝑧𝑖
𝑊−𝑥𝑖

, it suffices to check the continuity at 𝑧𝑖 = 0. By (4.1), we have 

(𝐴𝑠𝑓𝑖)(𝑤𝑖)= (
1 + 𝜖

𝜋
)

𝑛

∫  
ℂ𝑛

 ∑ 𝑓𝑖(𝑧𝑖)⟨𝐴𝑠(𝑘𝑖)𝑧𝑖
, (𝑘𝑖)𝑤𝑖

⟩𝑒
1+𝜖

2
(|𝑤𝑖|2−|𝑧𝑖|2)

𝑖

d𝑧𝑖

= (
1 + 𝜖

𝜋
)

𝑛

∫  
ℂ𝑛

 ∑ 𝑓𝑖(𝑤𝑖 − 𝑧𝑖)⟨𝐴𝑠(𝑘𝑖)𝑤𝑖−𝑧𝑖
, (𝑘𝑖)𝑤𝑖

⟩

𝑖

𝑒
1+𝜖

2
(|𝑤𝑖|2−|𝑤𝑖−𝑧𝑖|2)d𝑧𝑖

= (
1 + 𝜖

𝜋
)

𝑛

∫  
ℂ𝑛

 ∑(𝑊𝑧𝑖
𝑓𝑖)(𝑤𝑖)⟨𝐴𝑠(𝑘𝑖)𝑤𝑖−𝑧𝑖

, (𝑘𝑖)𝑤𝑖
⟩

𝑖

𝑒
1+𝜖

2
(|𝑤𝑖|2−|𝑤𝑖−𝑧𝑖|2−2𝑤𝑖⋅�̅�𝑖+|𝑧𝑖|2)d𝑧𝑖

= (
1 + 𝜖

𝜋
)

𝑛

∫  
ℂ𝑛

 ∑(𝑊𝑧𝑖
𝑓𝑖)(𝑤𝑖)⟨𝐴𝑠(𝑘𝑖)𝑤𝑖−𝑧𝑖

, (𝑘𝑖)𝑤𝑖
⟩

𝑖

𝑒𝑖(1+𝜖)Im(𝑧𝑖⋅�̅�𝑖)d𝑧𝑖

= (
1 + 𝜖

𝜋
)

𝑛

∫  
ℂ𝑛

 ∑(𝑊𝑧𝑖
𝑓𝑖)(𝑤𝑖)⟨𝐴𝑠𝑊−𝑧𝑖

(𝑘𝑖)𝑤𝑖
, (𝑘𝑖)𝑤𝑖

⟩

𝑖

d𝑧𝑖

= (
1 + 𝜖

𝜋
)

𝑛

∫  
ℂ𝑛

 ∑(𝑊𝑧𝑖
𝑓𝑖)(𝑤𝑖)[ℬ(𝐴𝑠𝑊−𝑧𝑖

)](𝑤𝑖)d𝑧𝑖

𝑖
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Define (𝑔𝑖)𝑧𝑖
(𝑤𝑖): = (

1+𝜖

𝜋
)

𝑛

[ℬ(𝐴𝑠𝑊−𝑧𝑖
)](𝑤𝑖). By Proposition 1, the functions (𝑔𝑖)𝑧𝑖

 are Lipschitz continuous 

with Lipschitz constants bounded by (1 + 𝜖)
3

2 (
1+𝜖

𝜋
)

𝑛

‖𝐴𝑠‖ for some constant 𝜖 ≥ 0. Moreover, we have 

‖(𝑔𝑖)𝑧𝑖
‖

∞
≤ (

1+𝜖

𝜋
)

𝑛
∑

1+𝜖

(1+|𝑧𝑖|)2𝑛+𝜖𝑖 , that is, the function 𝑧𝑖 ↦ ‖(𝑔𝑖)𝑧𝑖
‖

∞
 is in 𝐿1(ℂ𝑛). It follows that we can write 

𝐴𝑠 = ∫  
ℂ𝑛

∑ 𝑀(𝑔𝑖)𝑧𝑖
𝑊𝑧𝑖

𝑖

d𝑧𝑖 

and the integral makes sense pointwise as either a Riemann or a Bochner integral on 𝐹1+𝜖
1+𝜖. Therefore, 

‖𝑊−𝑥𝑖
𝐴𝑠𝑊𝑥𝑖

− 𝐴𝑠‖≤ ∫  
ℂ𝑛

 ∑ ‖𝑊−𝑥𝑖
𝑀(𝑔𝑖)𝑧𝑖

𝑊𝑧𝑖
𝑊𝑥𝑖

− 𝑀(𝑔𝑖)𝑧𝑖
𝑊𝑧𝑖

‖

𝑖

d𝑧𝑖

= ∫  
ℂ𝑛

∑  ‖𝑊−𝑥𝑖
𝑀(𝑔𝑖)𝑧𝑖

𝑊𝑥𝑖
𝑊−𝑥𝑖

𝑊𝑧𝑖
𝑊𝑥𝑖

− 𝑀(𝑔𝑖)𝑧𝑖
𝑊𝑧𝑖

‖

𝑖

d𝑧𝑖

= ∫  
ℂ𝑛

 ∑ ‖𝑒−2𝑖(1+𝜖)Im(𝑧𝑖⋅�̅�𝑖)𝑀(𝑔𝑖)𝑧𝑖
(⋅+𝑥𝑖)𝑊𝑧𝑖

− 𝑀(𝑔𝑖)𝑧𝑖
𝑊𝑧𝑖

‖

𝑖

d𝑧𝑖

≤ ∫  
ℂ𝑛

 ∑ ‖𝑒−2𝑖(1+𝜖)Im(𝑧𝑖⋅�̅�𝑖) (𝑀(𝑔𝑖)𝑧𝑖
(⋅+𝑥𝑖) − 𝑀(𝑔𝑖)𝑧𝑖

)‖

𝑖

d𝑧𝑖

 

                   + ∫  
ℂ𝑛

 ∑ ‖(𝑒−2𝑖(1+𝜖)Im(𝑧𝑖⋅�̅�𝑖) − 1)𝑀(𝑔𝑖)𝑧𝑖
‖

𝑖

d𝑧𝑖  

for every 𝑥𝑖 ∈ ℂ𝑛. By dominated convergence, it suffices to check that the integrands converge pointwise to 0 . 

For the first term we have 

‖∑ 𝑒−2𝑖(1+𝜖)Im(𝑧𝑖⋅�̅�𝑖) (𝑀(𝑔𝑖)𝑧𝑖
(⋅+𝑥𝑖) − 𝑀(𝑔𝑖)𝑧𝑖

)

𝑖

‖ ≤ sup
𝑤𝑖∈ℂ𝑛

∑  |(𝑔𝑖)𝑧𝑖
(𝑤𝑖 + 𝑥𝑖) − (𝑔𝑖)𝑧𝑖

(𝑤𝑖)|

𝑖

 

≤ (1 + 𝜖)
3

2 (
1 + 𝜖

𝜋
)

𝑛

‖𝐴𝑠‖ ∑|𝑥𝑖|

𝑖

 

by the Lipschitz continuity of (𝑔𝑖)𝑧𝑖
. For the second term we get 

‖∑(𝑒−2𝑖(1+𝜖)Im(𝑧𝑖⋅v) − 1)𝑀(𝑔𝑖)𝑧𝑖
𝑖

‖ ≤ (
1 + 𝜖

𝜋
)

𝑛

∑
2(1 + 𝜖)

(1 + |𝑧𝑖|)2𝑛+𝜖

𝑖

|sin ((1 + 𝜖)Im(𝑧𝑖 ⋅ �̅�𝑖))| 

Hence, ‖𝑊−𝑥𝑖
𝐴𝑠𝑊𝑥𝑖

− 𝐴𝑠‖ → 0 as 𝑥𝑖 → 0. 

We can now prove the main result of this paper, which shows that, after taking the closure, all the previously 

introduced algebras are actually the same. We use the abbreviation BUC(ℂ𝑛) for the set of bouded and 

uniformly continuous functions on ℂ𝑛. 

Theorem 18 (see [22]). Let 𝐴𝑠 ∈ ℒ(𝐹1+𝜖
1+𝜖). The following are equivalent: 

(a) 𝐴𝑠 is contained in the closure of {𝑇∑ 𝑓𝑖
: 𝑓𝑖 ∈ BUC(ℂ𝑛)}. 

(b) 𝐴𝑠 is contained in the closure of {𝑇∑ 𝑓𝑖
: 𝑓𝑖 ∈ 𝐿∞(ℂ𝑛)}. 

(c) 𝐴𝑠 ∈ 𝒯1+𝜖. 

(d) 𝐴𝑠 ∈ 𝒜1+𝜖. 

(e) 𝐴𝑠 is contained in the closure of 𝒜𝑠𝑙  

(f) 𝐴𝑠 is contained in the closure of 𝒜𝑤𝑖𝑙 

(g) The map Ψ: 𝑧𝑖 ↦ 𝑊−𝑧𝑖
𝐴𝑠𝑊𝑧𝑖

 is uniformly continuous in the norm topology. 

(h) [𝑇∑ 𝑓𝑖𝑖
, 𝐴𝑠] is compact for all 𝑓𝑖 ∈ VO𝑏(ℂ𝑛). 

Proof. As all the work has been done above or in previous work, we only need to connect the statements by 

arrows. "(a) ⟹ (b) ⟹ (c)" is clear. "(c) ⟹ (d)" is [6, Theorem 15]. "(d) ⟹ (e)" follows as in [1, Theorem 

4.20]. "(e) ⟹ (f) " is again clear and "(f) ⟹ (d)" follows from [12, Proposition 3.5]. "(e) ⟹ (g)" is shown in 

Proposition 17 above. "(g) ⟹ (a)" was shown in [5, Theorem 3.1]. The equivalence "(d) ⟺ (h) " follows from 

Theorem 13 and Theorem 15. 

Of course, Theorem 18 has many direct corollaries as many results have been proven for these classes of 

operators. As they turn out to be all the same, many results directly carry over. Let us highlight just one of them 

here, which follows from Proposition 3. Alternatively, one can also deduce it directly from Theorem 18 (h). If 

𝜖 = 1, the inverse closedness is of course trivial as these algebras are 𝐶∗ in that case. 

Corollary 19 [22]. 𝒜𝑠𝑙 , 𝒜𝑤𝑖𝑙 and 𝒯1+𝜖 are inverse closed Banach algebras. 

Theorem 18 can also be used to give a different proof of "(c) implies (a)" in Theorem 15. Indeed, for 𝑓𝑖 , 𝑔𝑖 ∈
𝐿∞(ℂ𝑛) the following algebraic identity holds: 
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[𝑇∑ 𝑓𝑖
, 𝑇∑ 𝑔𝑖

] = 𝐻𝑔𝑖‾
∗ 𝐻𝑓𝑖

− 𝐻𝑓𝑖

∗ 𝐻𝑔𝑖
 

where 𝐻𝑓𝑖‾
∗  is the adjoint of 𝐻𝑓𝑖‾

: 𝐹1+𝜖

1+𝜖

𝜖 → 𝐿1+𝜖

1+𝜖

𝜖  as before. Now if 𝑓𝑖 ∈ VO𝑏(ℂ𝑛), then 𝐻𝑓𝑖
 and 𝐻𝑓̅𝑖

 are compact (see 

[14, Theorem 1.1], for example), so that [𝑇∑ 𝑓𝑖𝑖
, 𝑇∑ 𝑔𝑖𝑖

] is compact as well. Hence, 𝑇∑ 𝑓𝑖𝑖
 essentially commutes 

with all Toeplitz operators and therefore, by standard properties of the commutator, 𝑇∑ 𝑓𝑖𝑖
∈ EssCom(𝒯1+𝜖). 

In fact, the boundedness of 𝑔𝑖 is not necessary in the above. We only needed the boundedness of 𝐻𝑔𝑖
 and 𝐻𝑔𝑖‾ . 

As this is exactly the case when 𝑔𝑖 ∈ BMO(ℂ𝑛) (see [14, Theorem 1.1], for example), we get the following 

corollary of Theorem 13 and Theorem 18. 

Corollary 20 [22]. If 𝑔𝑖 ∈ BMO(ℂ𝑛) and 𝑇∑ 𝑔𝑖
∈ ℒ(𝐹1+𝜖

1+𝜖), then 𝑇∑ 𝑔𝑖𝑖
 is contained in the Toeplitz algebra. 

We note that it can also be verified directly that 𝑇∑ 𝑔𝑖𝑖
 is sufficiently localized (similarly as it was done for 𝜖 = 1 

in [1, Lemma 4.11]). 
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