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ABSTRACT: Nonresponse is a major challenge in surveys. The present study focuses on the development of
adequate sampling strategies for the handling of the problem of nonresponse in poststratified sampling scheme. In
developing the sampling strategies, the use of auxiliary information is employed, where there is nonresponse on both
the study and auxiliary variables. Based on a subsampling design of the nonresponse group, three (3) separate-type
estimators of the population mean of the study variable are proposed. These are the customary- type sample mean
estimator, the difference-type estimator, and a class of ratio/product-type estimators. Properties of the proposed
estimators are obtained both for an achieved sample configuration (conditional argument) and for repeated samples
of fixed size n (unconditional argument). Efficiency conditions under which the proposed estimators would perform
better than the usual poststratified sample mean estimator are obtained, as well as the best (optimum) estimators among
the proposed estimators. The theoretical results were verified using numerical illustrations.
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I. INTRODUCTION

One of the earliest works on the handling of the problem of nonresponse in sample surveys is attributed to
[1] Hansen and Hurwitz (1946). They considered the method of subsampling the nonresponse group in order to adjust
for the nonresponse in a mail survey. A number of authors followed [1] in discussing ways of handling nonresponse
when estimating the population mean and other parameters of interest under simple random sam- pling scheme. These
include authors like [2], [3] and [4]. The work carried out by [5] involved utilization of auxiliary information by
considering a ratio-type estimator for handling nonresponse in simple random sampling scheme, while [6] suggested a
regression-type estimator. [7] and [8] also utilized auxiliary information for esti- mation in the presence of
nonresponse under the simple random sampling scheme. [9] suggested an exponential ratio-type class of estimators,
while [10], [11], [12], [13], [14] and [15] considered general classes of estimators under simple random sampling in
the presence of nonresponse. [16] considered estimation of population mean under the systematic sampling scheme,
while [17] estimated domain mean in the presence of nonresponse under the stratified sampling scheme. [18] and [19]
considered estimation of population mean and total respectively under nonresponse in stratified random sampling
scheme. From the literature, the problem of nonresponse has been considered under different sampling schemes like
simple random sampling, systematic and stratified ran- dom sampling. However, literature did not reveal the
availability of any sampling strategies for the handling of nonresponse in poststratified sampling scheme, hence the
vacuum the present study intends to fill.
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Il. PROPOSED SAMPLING STRATEGIES

To formulate sampling strategies for the handling of the problem of nonresponse under the poststratified

sampling scheme, consider a population, Q = {U,, U,,..., Uy}, consisting of N units. Let the population be
L

divided into subpopulations, having sizes, N, h = 1,2,..., L, such that }} N, = N. Let a sample of n uints be

h=1
drawn from the N units in the population, using the simple random sampling without replacement (SRSWOR)

method, for estimating the population mean of a study variable under the poststratified sampling scheme. We
assume that n’ units responded out of the selected n units in the sample, while n} units did not respond. The #

.

L
units that responded were allocated to their various strata where ny;, units fall into stratum h such that 3} m, = n]

h=1
units. To reduce the effect of the nonresponse, a subsample of m units is selected from the nonresponse sample

group of n), units, and for these m subsampled units, extra efforts are made to obtain information on the missing

study and auxiliary variables as well as the stratification variable. The m subsampled units were then allocated to
L
their various strata with m; units falling into stratum h such that >  m;, = m units. We assume that both n| and m

h=1
are large enough such that P(ny;, = 0)= Pim, =0)=0 V¥ h.

The above sampling design is aimed at reducing the effect of nonresponse when there are missing values on
both the study and auxiliary variables when using the postratified sampling scheme. Under the proposed sampling
design, the available sample data on the study (y) and auxiliary (x) variables consist of the observed values of y
and x from the response sample group of n,; units in stratum h, supplemented with the observed values of y and
x from the nonresponse subsample group of m;, units in stratum h. Consequently, the associated sample means,
F1n(X 1) and Y, (T2, ), form the basis for constructing estimators of the population mean (¥) of the study variable,
y, when there is nonresponse on both the study and auxiliary variables in poststratified sampling scheme. For the
h™ stratum, we give an expression of the sample mean of the study variable, y, as a linear function of the response
and nonresponse subsample means, given by:

- Rin\ _ Non | _

Yo = (_r)_vlh + (_i]_\?mh (D
Ly Ay

and the corresponding composite sample mean of the auxiliary variable, x, given by:

- Mg _ Rop | _

X = (—i] Xin + (—)szh (2)
My np

Mih
where Yin=— Z Ypi is the sample mean of y in stratum h, based on the
Ry <

i=1
response group sample size, n;
1 my

Vomh = — Z Vi is the sample mean of y in stratum h, based on the
hia

nonresponse subsample group of size, my

Mk
Xip = L Xy is the sample mean of x in stratum h, based on the
My i
response group sample size, nyy
1 iy
Xomh = — Z Xpi  is the sample mean of x in stratum h, based on the
B

nonresponse subsample group of size, my

Based on the above sampling design and using the nonresponse sample means (1) and (2), we propose the follow-
ing three estimators of the population mean (¥) of the study variable, y, when there is nonresponse on both the
study and auxiliary variables under the poststratified sampling scheme.
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1. The customary nonresponse sample mean estimator given by

Jrnl - Z Wh}h (3)

h=1

2. A difference-type estimator given by

L
Tnat = ) Wil¥, — ka(%;, = Xl (4)

h=1

3. A general class of ratio/product type estimators that makes use of known values of some population param-
eters of the auxiliary variable in the /" stratum, given by

Vel = Z W.ir ahXh i bﬁ ) (5)

a;, X+ by

where kp(ap) can be any real numbers and ay(by) can also be any real numbers or in particular, some known val-
ues of population parameters of an auxiliary variable, x, in the " stratum, like variance, coefficient of variation,
standard deviation, skewness, kurtosis, etc. We note that the estimator (3) does not make use of any auxiliary
information, while the estimators (4) and (5) utilize information on one auxiliary variable. Particularly, the pro-
posed general class of estimators (5) utilizes information on known values of population parameters of an auxiliary
variable, and it is a simplified version (ratio/product type estimators) of the class of estimators suggested by [20]
under the simple random sampling scheme.

III. PROPERTIES OF THE PROPOSED ESTIMATORS
We obtained the properties of the above proposed three estimators both for a given an achieved sample
configuration, say n = (ny,na,....ny), (the conditional argument) and for repeated samples of fixed size, n (the
unconditional argument). The results are shown in Theorem 3.1.

Therorem 3.1: The variances and mean square errors of the proposed estimators are obtained under the con-
ditional argument as follows:

I
|
Vr@':rsl) = Z Wj;(_ \h Z W,‘r gﬁ WZ"’S"\II (6)
=1 T Tt
1
Venar) = Z Wi ﬁ){s\a + K38 2= 2K yxn)
=1 A (7

L
28k — 1 2
+ hz; wﬁ( " )WE.ir(S g)h kgsgm - -khS 2)‘.\'!!)

L
MS EGuer) = ) Wi~ J(Sw, + R 2RES?, = 204 ARiS yun)
h=1

®

L
gn—1 2,212
+ Z W2 (2 Was(S3,, + e A2R2S 2 — 204 R4S 231)
ny

Furthermore, the variances and mean square errors of the estimators are obtained under the unconditional argu-
ment, and up to first order of approximations as follows:

L
]
V(1) = Z WiSTa+ () D Wilg = DWaS3,, 9)

h=1 h=1

1- - 2 2
V(Fpa1) = (—n f)Z Wi(S 5, + kiS;h = 2kiS yup)
&L (10)
+ (;J Z Wi (grn— IJW%[S%\-F: + kﬁS?.’_r!r - Zk.‘rSZ\'.\'ﬁ)

h=1
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1- S 2 242p2 a2
MS EG“HH) = (Tf) Z W;,(S)_.h + {Y‘;;AHRHS;" - za.ir/{hR.irS)'.rh)
h=1
(11)

Z Wilgn — DWai(S3,, + GRAR:S 315 — 200, AiRAS 2y:0)
h=1

where

a!r)_(h ) {12)

Ap = (———
“apXn + by
Proof: We first obtain the properties of the proposed customary sample mean estimator, y,,;. Let £,.V, and C,
respectively denote expectation, variance and covariance over the initial or first phase sampling of n units out of
N units in the population, while E,, V> and C, respectively denote expectation, variance and covariance over the

subsample or second phase sampling of m units out of the n/, nonresponse units. Then from (1) we have:

Ex5;) = %:’)Eg@.u + %)Eg@gm) - (’;%)@-m) +(Z2)02) = 3 (13)

h

and
Va(3;) = (””‘) VaGu) + (2 ) Va(P2) + 2("':‘ )(”2” )Ca e Fami) (14)

Considering the fact that V() = C2(F 1. ¥2n) = 0 and applying the theory of simple random sampling without
replacement (SRSWOR) method, we write (14) as

R2j 2 1 1 2 2h — 1 Nany o
Vo) = VoVoun) = (— ) | — — 85 = 535 15
G (n ) G2mn) (m: ) (mh ,m) 2= o )(,,h) 2y as
To obtain the conditional expectation of ¥, . we apply the theories of double phase sampling and SRSWOR methods
and use (13), to obtain

E.(3,) = E\Ex(}) = Ei(Gw) = ¥, (16)
Using (3) and (16), the conditional expectation of the proposed customary nonresponse sample mean estimator,
Yus1- 15 Obtained as

L L
EGu) = ) WiEGy) = > Wi¥,y =7 arn
h=1 h=1

Hence, ¥,,5; is unbiased for ¥ under the conditional argument. To obtain the conditional variance of ¥,,;, we first
obtain the conditional variance of ¥ in the k™" stratum. Applying the theory of double sampling, the conditional
variance of ¥, can be written as:

V. = ViEsG}) + E1Va(3}) (18)

Substituting (13) and (15) into (18) and applying results from SRSWOR gives:

o - 8&n— 1\ Mony o gn—1 Mz
Vo) = Vi) + E'“T)( o )] = Vi) + ( = JE( . —L)E (53, (19)
o 1 1 1
—= 8h — 2
V.o =(—— )82 WaiS3, 20
() (ﬂﬁ Nn) vh +( ”h } 203 2y 20
From (3), we write the conditional variance of y,,; as
L
V@) = Ve D Wiy} Z W2V.(5;) + 2 Z Z WyW,C.(5;.57) = Z WV.(5}) @n
h=1 =1 h=1 j=h

since the covariance term between two different strata means vanishes. Substituting (20) in (21) gives the condi-
tional variance of the proposed customary nonresponse sample mean estimator, ¥,,;. as

Sa 1
Ve(Pnst) = Z Wil = wo)So+ ; Wil(Z =) WanS 3y (22)

as stated in the theorem. This proves the aspect of the first part of the theorem that bothers on the conditional
variance of the proposed customary nonresponse sample mean estimator, ¥,;;, of the population mean (¥) of
the study variable. y. To prove the corresponding second part of the theorem, which bothers on the unconditional
variance of the proposed nonresponse estimator, ¥,,;, we consider repeated samples of fixed size of n units selected
under the poststratified sampling scheme in which the 4" stratum sample size. n;,. is a random variable. Following
[21]. the stratum sample size, n,, has a hypergeometric distribution with

1 1

—)= — (23)
My HW;,
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E(j‘nsl) = EECG“J’I’S'J = E(}_]) =Y {24)

Hence, the proposed customary nonresponse sample mean estimator, ¥,,;, is unbiased for the population mean (¥)
under the unconditional argument. Furthermore, taking the unconditional expectation of (22) gives the uncondi-
tional variance of v, as:

Vat) = EVe(Tnat) = Z W2 E(— ()= w155 Z WoE( (g;, - )WyS3, 25)
h=1 h=1

and using (23) to make the necessary substitutions in (25) gives the unconditional variance of the proposed sample
mean estimator, ¥,,, up to first order of approximations, as:

] L
V(Fast) = Z Wi 5+ () D Walgn — DWiS3,, (26)

h=1 h=1

as stated in the theorem. Following similar procedure, the conditional and unconditional properties of the proposed
difference-type estimator, ¥,41. and the proposed class of ratio/product estimators, ¥,.1, are obtained as stated in
the theorem. And this completes the proof.

Notice that the proposed class of estimators, ¥,., given in (5), is capable of generating a wide range of esti-
mators of the population mean (¥) of the study variable, y, when there is nonresponse on both the study and
auxiliary variables. This is achieved by making appropriate choices of the constants, ay, ay and b,. Some spe-
cial cases of the proposed class of estimators, ¥,.1, obtained by making suitable choices of the three constants,
@y, @y and by, in the A" stratum, are as shown in Table 3.1. The best estimators in the proposed class of estimators,
Fne1. are those with the best choices of the three constants, @y, aj, and by, in the A" stratum. Accordingly, the best
choices of the constants, @y, @, and by, are those that minimize the conditional and unconditional mean square er-
rors of the proposed class of estimators, ¥, . as the case may be. The results we obtained are given in theorem 3.2.

Theorem 3.2: Under the conditional argument, the values of the constants, @y, ai and by, that minimize the
conditional mean square error of the proposed class of estimators, ¥,.|, are obtained as

g - {l‘hahXth _ m,a,,}_’h _ (# - ﬁ)s)rh +( JS"\\’Jr {7?)
e ap Xy, + by, B ap Xy, + by a (_ _ _)52 (gn |)S2 <
ny

Ni . ny 2xh

P apa X, R, apa, ¥, (1 = )8 yun + (gn — DWaiS 2 28)
= —— =— = - 2
ﬂhX;,. + b;, ﬂhX;,. + b;, (1 — f)S;.‘r + (g.ir ])Wz;,S vk

Proof: The conditional and unconditional mean square errors of the proposed class of estimators, ¥, , respectively
given as (8) and (11), in theorem 3.1, can be written as:

1

1
MSE onc.)-ZW,, = (S5 + S = 204 )

e ny, h= xh
(29)
+ Z Wh gh — W"IE(S 2yh + QZS 2xh —QIESZ_\'.\'I!)
h=1
or
MSE{.?HCJ )= ( )h h r.ir - 26;15_\._,(;,)
& (30)
+ (;) D Wil = DWan(S 3y, + 0253, — 2048 2y20)
h=1
where ) i
6, = 2%k 21Tl @D

apXy + by, apXy + by,

Using the method of least squares to minimize (29) and (30) with respect to 8, the optimum values, (27) and (28),
are obtained as given in the theorem. This completes the proof.
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Table 3.1: Special Cases of Proposed Class of Estimators

SN [ Estimator an__an by

L .

1| ¥l =2 'r‘/,,_\“;?(X,,,/.Tr;J . Customary ratio-type estimator 1 1 0
k=1
L _ )

2 | P =3 W,,_\";P(X,;, + C‘_‘,,})‘{?; + C_‘;,} . [22] Sisodia and Dwivedi (1981) estimator 1 1 Cup
h=1
L -

3| Fct(3) = 3 WiF; (Xn +ﬁ3_‘.,¢,}j[?; +,81‘;,} . [23] Singh and Kakran (1993) estimator 1 1 1 B
h=1 : :

L . .
4 | Foct(®) = T WiF}(XnCon + Brn )/ (%5Can +,83_‘;,} . [24] Upadhyaya and Singh (1999) estimator I 1 Ca  Pom
h=1 : :

L _ \
5 Vne1(5) = & "Vﬂl}_‘;,(‘xkﬁl\'h + C.\kJ}f ff,ﬁzm + C.\J’r} . [24] Upﬂdh}“ﬂ}"ﬂ and Singh (1999) estimator 11 1 Prxn Cun
fi=1 ' '

L =

6 | ¥oei(6) = X W,3;(%;/X,) . Customary product-type estimator -1 1 0
h=1 b
L -

T | ¥t =% W,,_\";P(.f;? + C‘,,],‘(Xk + C‘_‘;,} . [25] Pandey and Dubey (1988) estimator -1 1 Cyy
h=1
L o

8 | Fuet(®) = 3 WiF; (55 + Baan )/ (Xa +,81‘,r,} . [23] Singh and Kakran (1993) estimator 11 -1 1 P
h=1 '

L _
9 | ¥ =% 1r‘r"a._\"}r(.f,'r£"_‘;, +ﬁ1\-;,}][X;.C_\-h +,83_‘;,} . [24] Upadhyaya and Singh (1999) estimator III | -1  Cu  Baw
h=1 : .

L e .
10 | ¥ (10)= 3 'r‘f’,,}",'?fi;ﬁ;‘.;,+¢T‘.,,,J/fX,,,8;‘.,,, + o) . 126] Singh (2003) estimator -1 B T
h=1 : :

IV. NUMERICAL ILLUSTRATION
For the numerical illustration of the theoretical results, we shall use the Australian Survey data ([27] Telford
and Cunningham (1991)), with sum of skin folds (ssf) and the percentage Body fat (pcBfaT) as the study (y)
and auxiliary (x) variables respectively. Here, the study and auxiliary variables are positively correlated. We have
stratified the respondents with respect to their sex, where the females constitute Stratum 1 and the males as Stratum
2. We take a random sample of n = 60 respodents from the population of N = 202 respondents. The summary
statistics of the data are shown in Table 4.1, using the special cases given in Table 3.1.

Table 4.1: Summary Statistics for Australian Survey data

Parameters | Stratum 1 (Females) | Stratum 2 (Males)
Ny, 100 102
Naj 40 42
W, 0.495050 0.504951
Wy, 0.4 0.411765
¥, 17.849100 9.250882
X, 86.973000 51.422549
Ry 0.205226 0.179899
th 20.734018 10.142270
S;ﬁ 1145.860577 355.476219
S oxh 178.960117 58.079227
S ;\,h 12.696796 16.307434
S 517.849942 552.476986

S 2uxh 74.617189 92.682720
Cen 0.389208 0.366650
Baxh 0.775909 1.385599

Source: Australian Survey Data on sex, sport and body-size dependency of hematology in highly trained athletes
by [27] Telford and Cunningham (1991)
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The Percentage Relative Efficiencies (PRE) of the proposed estimators over the usual poststratified sample mean
estimator, (¥,), shall be obtained. The results are shown in Table 4.2. Table 4.2 shows the percentage rela-
tive efficiencies of some proposed estimators over the usual poststratified sample mean estimator (¥,,), when
there is nonresponse on both the study and auxiliary variables. Because of the positive correlation between the
study and auxiliary variables, the proposed ratio-ty pe estimators, as expected, performed better than the proposed
product-type estimators, in terms of having higher percentage relative efficiencies. Also, the optimum estima-
tors in the proposed class of estimators, (¥,.1), as expected, gave the highest values of the percentage relative
efficiencies, especially with increase in the subsample size, my;,. Generally, we observed from Table 4.2 that the
efficiencies of the proposed estimators, in terms of having smaller mean square errors and higher pecentage rel-
ative efficiencies, increase with an increase in the subsampling fraction (1/g;). With subsampling fractions of
0.10 (10%) and above, some of the proposed ratio-type estimators showed high percentage relative efficiencies
(above 100%) over the usua] poststratified sample mean estimator, §,,. However, the proposed customary sample

mean estimator, ¥,,; = Z W,,3;.. could not provide a better estimate than the usual poststratified sample mean
=1

estimator, (¥,,). even wnh a subsampling fraction of 0.90 (90%). This justifies the recourse to the use of auxil-
iary information in an attempt to formulate estimators/sampling strategies with increased efficiency over the usual
poststratified sample mean estimator, (¥,5). Among the ten (10) considered special cases of the proposed class
of estimators, (¥, ), the estimator that has the highest efficiency is the adopted Upadhyaya-Singh (1999) estima-

L
tor I, ¥y (4) = 3 Wﬂ}r()_( WCon + ﬁg_m)f (X}:Cm + ,Sm,], followed by the adopted Singh-Kakran (1993) estimator,
h=1 )
L .
Fue1(3) = Z W;J‘fr()_(h + ,Bz_rh),f (i; + ﬁz_m)- while the estimator with the least efficiency among the ten (10) spe-

cial cases under consideration is the customary product-type estimator, y,.1(6) = Z W,y h(\th;r] when there is
h=

nonresponse on both the study and auxﬂ]ary variables. We also observe from Table 4 2 that the efficiency of the

proposed difference-type estimator, ¥, = E W,, kh{_i'; — Xk, = S ynlS ih ¥ h, comes very close to the
efficiency of the optimum estimators in the proposed class of estimators, (¥x1). This is because our choice of the

constant, k, = §y.,/5 ih ¥ h, is very close to its optimum value that minimizes the variance of the difference-type

estimator, V,;.

Table 4.2: Percentage Relative Efficiency (PRE) of Some Proposed Estimators over the Usual Poststratified Mean Estimator (¥, )
when there is nonresponse on both the study and auxiliary variables for positively correlated study and auxiliary variables (Dataset-1)

L Subsampling Fraction (1/g,) ; where gy = na,/my, > 1 is the subsampling factor
Estimators —
010 [ 020 [ 030 | 040 | 050 | o060 | 070 | 080 | 090
o = L WiF 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00
Fust = Ly Wi}, 2079 | 37.13 | 5031 | 6l.16 | 70.26 | 77.99 84.64 9043 95.51
Fudt = Sy WalF — kn(E — Xl ki = Spa/S2, ¥ h | 236,62 | 450.87 | 645.78 | 823.86 | 987.18 | 1137.53 | 127637 | 1404.99 | 1524.47
L -
Fret(1) = 3 Wi (Xn/53) 134.95 | 248.22 | 344.63 | 427.69 | 500.00 | 563.51 | 619.74 | 669.88 | 714.85
i=1
L -
Fuct(2) = 3 Wi Xn + Can /(5] + Can) 137.25 | 252.69 | 351.13 | 436.07 | 510.11 | 575.22 | 63292 | 684.41 | 730.65
i=1 :
L N ;
Fuet(3) = X Wi X+ Bon )/ (X}, + Brun) 140.16 | 258.26 | 359.15 | 446.31 | 522.39 | 589.36 | 648.77 | 701.83 | 749.50
i=1
L -
Fnct@) = 3 WiTi(XnCan + Boen )/ (X5Con + Bown) 147.13 | 272.10 | 379.58 | 472.98 | 554.92 | 627.37 | 691.89 | 749.72 | 801.85
i=1
L -
Fret(5) = 3 Wi RiBoan + Con )/ B2k + Cot) 137.66 | 253.52 | 352.39 | 437.74 | 512.17 | 577.66 | 63571 | 687.54 | 734.08
i=1
r -
Fuet (6) = T Wy (%/X,) 4.50 794 | 10.67 | 12.89 | 1472 16.26 17.58 18.71 19.70
i=1 '
L \
Fuet(T) = 5 Wy (X5 + Cop /(X + Co) 4.52 7.99 10.74 | 12906 | 14.81 16.35 17.68 18.82 19.81
= \ )
T \ (o
Fuct(8) = 3 Wi (%5 + Boen ) /(X + Boun) 4.58 8.08 10.85 | 13.09 | 14.95 16.51 17.83 18.98 19.98
= \ )
T -
Fuet(9) = % WiFi( %5 Con + Baen |/ (XnCuh + Brun ) 4.71 830 | 1113 | 1342 | 1531 16.90 18.25 19.41 20.42
= \ J )
L o
Fuet(10) = 3 WiF; (5820 + i)/ (KiBow + o) 6.23 TL11 | 15.04 | 18.27 | 2097 | 23.27 25.24 26.95 28.45
= ' '
Optimum estimators 237.06 | 451.57 | 646.61 | 824.70 | 987.98 | 1138.21 | 1276.90 | 140533 | 1524.59
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It can also be observed from Table 4.2 that the use of auxiliary information does not always result in an
improved efficiency over the proposed customary sample mean estimator. For the positively correlated study and

auxiliary variables dataset used in this study, we observed that the proposed customary sample mean estimator,
L

st = 2, W3, was less efficient than the ratio-type estimators in the proposed class of estimators, ¥,., but
h=1

more efficient than the product-type estimators, under considerations, in the proposed class of estimators. This

means that the use of auxiliary information will likely result in increased efficiency over the proposed customary
sample mean estimator when auxiliary information are utilized according to the relationship between the study
and auxiliary variables. Table 4.2 shows that the ratio-type estimators are to be preferred when the study and
auxiliary variables are positively correlated.

V. CONCLUDING REMARKS

The proposed customary sample mean estimator is less efficient than the usual poststratified sample mean estima-
tor, ¥p5, even with subsampling fractions of up to 0.90 (90%) in the presence of nonresponse. It can therefore be
concluded that there is need to consider the use of auxiliary information in the search for more efficient estimators
than the usual poststratified sample mean estimator, ¥,;, in the handling of nonresponse under the poststratified
sampling scheme. The use of auxiliary information is more likely to result in an increased efficiency over the
usual poststratified sample mean estimator, ¥,,, when auxiliary information are utilized according to the relation-
ship between the study and auxiliary variables. The best estimators or the most efficient estimators among the
proposed class of estimators are found to be more efficient than the usual poststratified sample mean estimator,
¥ps, as well as more efficient than other ratio-type/product-type estimators in the proposed class of estimators. For
the positively correlated study and auxiliary variables used for numerial illustration, the proposed estimator with
the highest efficiency among the ten (10) special cases under consideration was the adopted Upadhyaya-Singh
(1999) estimator 1, while the estimator with the least efficiency among the ten (10) special cases under consid-
eration was the customary product-type estimator. On the basis of the empirical results obtained in the study,
we recommend the use of the proposed adopted (ratio-type) Upadhyaya-Singh (1999) estimator I, for positively
correlated study and auxiliary variables. The use of the proposed difference-type estimator is recommended only
when it is possible to choose the value of the constanst, &, to be very close to the optimum value that minimizes
the mean square error of the proposed class of estimators.
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