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ABSTRACT: Deep learning is having a profound impact on the medical field. Among them, medical imaging 

and natural language processing have been widely used for diagnosis and treatment decision making in recent 

years. This paper reviews the current research focus and some achievements of medical imaging, natural 

language processing and feature fusion technology. Since the feature fusion technology of deep learning can 

combine different types of information input with improving the performance of the system, after analyzing the 

feasibility, a hypothetical architecture combining medical images and natural language processing is proposed. 

Actual training and testing of the system are possible in the future. 
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I. INTRODUCTION 
According to the World Health Organization, Cancer is the main cause of death in the global 

population with nearly 10 million deaths in 2020. If cancer is detected early, patients will bear lower treatment 

costs and have a greater probability of survival. [1] Indeed, if patients can be diagnosed earlier, it is of positive 

significance both for the health of patients and for the saving of medical resources in society. In recent years, the 

medical community has tried to investigate techniques to help automatically diagnose tumors and predict the 

development of the disease. Deep learning architectures based on medical imaging and natural language 

processing are explored widely to settle the problem. Both approaches show great potential, but whether the two 

methods can be integrated into a system to improve the overall accuracy is an open question. Therefore, this 

paper mainly discusses the current trends of deep learning in medical imaging and natural language processing, 

as well as the feasibility of integrating the two systems, and proposes a possible framework. 

 

II. BACKGROUND  
 Deep learning has been widely studied in recent years for its application in multiple fields. In short, 

deep learning is a learning system that simulates neural processing under machine learning. By setting multiple 

hidden layers, the weight and biases of hierarchical links are corrected in training so as to achieve automatic 

data processing and judgment. With the update of hardware devices, more computing power enables deep 

learning to run deeper architectures faster. Innovations in algorithms and practices have also led to the 

processing of larger data sets to train more accurate systems. Specifically, scholars are also gradually exploring 

the possibility of deep learning in medication. It has been applied in medical research, disease prevention, and 

auxiliary diagnosis. [2] 

 

Computer vision is a research field in which computers perform specific tasks by extracting and 

analyzing pixel information from videos or images. This technology is widely studied in industrial and 

agricultural production, navigation, medicine and other fields. In medical imaging, deep learning has been used 

in recent decades to assist physicians in disease detection and diagnosis. Computer-aided detection/diagnosis 

(CAD) algorithms in the early days highly depended on feature observation. The system relied on the patterns 

discoveries by clinicians. That is, the input of the system is certain traits of the image, and the detection results 

are calculated by comparing the features of the disease (such as edges, shapes, lines, etc) that have been 

established. Although less training is required in such a way, there were limitations to the system that the 

algorithms could only detect the known feature of the image rather than recognize patterns that have not yet 
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been identified, which is the ultimate purpose of machine learning. As a result, architecture such as 

convolutional neural networks (CNN) and massively trained artificial neural networks (MTANNs) were 

founded. These systems identify features by analyzing the pixel values of images directly. Although a lot of 

training data is required, the final model is generally more accurate. [2] 

 

Natural Language Processing (NLP) is designed to enable computers to understand human language. It 

consists of functions of comprehension and generation of natural languages. Natural Language Understanding 

(NLU) extracts concepts and emotions from the text by parsing phonology, lexical, semantics, etc. Natural 

Language Generation (NLG) is where the computer identifies the target and generates paragraphs based on the 

understanding of certain languages. Both NLU and NLG have advanced rapidly in the recent decade due to the 

introduction of neural networks. In the medical field, particularly when applied to medical imaging, NLP can be 

used to analyze the radiology report to clarify the abnormal region of photographs. By extracting keywords and 

segmentation paragraphs, NLP can extract important information from unstructured texts for doctors' reference 

to reduce the misunderstanding of complex results. [3] 

 

III. ARGUMENT                                                                                                             
There have been many attempts to diagnose and predict tumors using deep learning in Medical Imaging 

and Natural Language Processing. These attempts indicate that the trained systems can reach certain accuracy 

on the prediction and can be improved with more training data or better architecture. In medical imaging, the 

convolution neural network (CNN) has been widely studied, and it has demonstrated remarkable image 

classification and segmentation since CNN demands less preprocessing compared to other models. [4] For 

instance, the study conducted by Amjad Rehman, Muhammad Attique Khan, etc. established an architecture 

using a 3D convolutional neural network to detect and classify the brain tumor. The system operated the BraTS 

datasets in 2015, 2017, and 2018, and reached an accuracy of 98.32, 96.97, and 92.67%, respectively. [5] Such a 

high accuracy represents that medical imaging systems based on CNN and other architectures can gradually 

become a reference for tumor detection and prediction.  

 

Simultaneously, Natural Language Processing has been tested to contribute to the analysis of radiology 

reports and the detection of tumors. The unstructured radiology reports consist of detailed descriptions of the 

radiation images from the physicians. The idea of conducting a massive illustration is to notify all the 

information that the scanning might imply, avoiding missing any corner elements. As a result, There would be 

certain problems such as high cost, low efficiency of information transmission, and the information cannot be 

uniformly classified. [6] Although structured radiology reports with clear standards and formats are increasingly 

being used, the use of deep learning to examine massive data in unstructured radiology reports has been 

increasingly called up attention by researchers. For example, the research of Thomasian et al. trained multiple 

constructions of deep learning, including convolution neural network (CNN), recurrent neural network (RNN), 

etc, and tested their accuracy in identifying the severity of the tumors by intaking 10006 free-text radiology 

report from 1580 patients. (DATA) The result shows that the estimation of survival and hazard ratios of the 

system is similar to those of the physicians. [7] Thus, it can reasonable to infer that the model of deep learning is 

capable of analyzing the radiology report and giving results that are similar to manual judgment. In addition to 

the studies that have been introduced previously, many applications (Table 1) of deep-learning-based computer 

vision and natural language processing in oncology analysis have demonstrated the feasibility of these two 

methods for tumor identification and prediction. This, then, leads to the question of whether the two methods 

can be combined into a construction that further increase the accuracy of the system.  

 

In order to integrate the Medical Imaging and Natural Language Processing and get more accurate 

results, one needs to consider different fusion strategies, their advantages, disadvantages, and feasibility. 

Currently, the widely used fusion strategies are early fusion, joint fusion, and late fusion. Early fusion, also 

known as feature level fusion, means that different data sets are integrated into one vector before importing 

them into a single deep learning system. Joint fusion, also known as intermediate fusion refers to the integration 

of other data or features in the middle layers of a neural network. Late fusion, or decision-level fusion, integrates 

and weights the outputs of different models to get the final result. [8]  

 

Multiple applications of the fusion of neural networks have proven that compared to the modal that 

uses single data sets or sources, the construction of the multi-model fusion generally has better performance. For 

example, in the study conducted by D.Haritha and B.Sandhya, they trained and tested different models of deep 

learning to detect skin cancer. They compared the accuracy of the system of medical imaging and patient data 

fusion to that of models using every single feature. The result shows that the system of fusion generally operates 

better than the single model construction. In one of their measure, the fusion system has an accuracy of 68.96% 
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compared to that solely uses images or clinical data features, which is 66% and 61%, respectively. [9] 

Additionally, more studies on fusion models have proved that combining data sets with different features can 

improve the accuracy of the overall system. (Table 2) 

 

It can be reasonably indicated that the fusion model of medical imaging and NLP will have higher 

accuracy than using a single feature. Therefore, a possible construction may be established. The whole 

architecture combines medical images, such as CT and MRI scans, and non-structured medical texts, such as 

radiology reports and patient records, into a set as input. The output is the system's judgment to predict the 

severity of the disease or the calculation of possible treatment methods and survival rate based on previous data. 

Since only two features are combined, the system can use either an early or intermediate fusion (the two 

approaches are similar in their logic). Firstly, for image feature extraction, the lesions in the image can be 

identified by using the trained model, and the diseased parts can be either segmented into parts or directly 

brought into the pixel value as the input value of the fusion (marked as a1 to an). On the other hand, trained 

NLP can be used to extract and classify textual descriptions from radiological reports and other diagnostic texts, 

including the physician's description of image features and other patient symptoms and signs that cannot be 

reflected on images, and then bring them into the input (marked as an to am) along with the previously 

mentioned image features. Finally, the combination of all the data is brought into the deep learning system to 

calculate the final judgment of the severity of the disease and the possible treatment and survival rate. (Figure 1) 

Such a combination of medical images and medical texts enables the system consider not only pixel information 

but more clinical data, which can enhance the accuracy of the overall judgment. At the same time, the analysis 

of unstructured medical texts can also improve the efficiency and accuracy of information transmission, and 

more information extracted from the texts will further improve the range of data the system input. 

                                           

IV. FIGURES AND TABLES                                                                                                

 
Table 1: Applications of medical imaging and natural language processing using deep learning 
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Table 2: Applications of Multi-modal fusion deep learning 

 

 
Figure 2: Possible construction of fusion model 

 

V. DISCUSSION    
If the architecture works properly and deep learning based medical imaging and natural language 

processing can be effectively combined, the accuracy of tumor diagnosis and prediction can be further 

increased. There have been some previous studies on medical image fusion such as the research by Huang et al. 

In the study, the researchers combine CT scans and patient information on the Electronic Medical Record 

(EMR) to diagnose Pulmonary Embolism. By testing different fusion strategies, the team created several 

architectures that made well performance. [23] The model presented in this paper does not coincide exactly with 

the model studied by the team. The research by Huang et al. primarily work on structured data presented in the 

EMR such as vitals, inpatient and outpatient medications, and so on; whereas, this article discusses the use of 

NLP to analyze unstructured medical texts such as radiology report.  

 

Furthermore, if the construction described in this paper can be implemented, on the one hand, the 

fusion of medical imaging and natural language processing can be further studied, and at the same time, the 

workload of clinical records of medical workers can be reduced to a certain extent, because they can no longer 

be limited to filling in tables and reports with standard formats. 

 

VI. CONCLUSION 
By discussing the current progress of medical imaging and natural language processing and part of the 

research carried out, after analyzing the feasibility of combining the two using deep learning and other feature 

fusion cases, a possible architecture is proposed. If this architecture is confirmed, it will open up more 

possibilities for convergence models in deep learning in the medical field and will improve tumor diagnosis and 

prediction to benefit more patients. 
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