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Abstract  
The spectral decompositions of (2x2), (3x3) and (4x4) matrices were examined in this paper. To determine the 

spectral decomposition, it is necessary to have a positive definite matrix and to know the eigenvalue and the 

eigenvector of this matrix.A symmetric matrix and certain non-symmetric matrices are illustrated. The spectral 

decomposition of correlation matrices was used in an application. A correlation matrix was constructed for the 

values of several variables from several livestock studies, and the spectral decomposition of these correlation 

matrices was derived. 
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I. Introduction 
Matrix spectral decomposition is a common and significant activity in applied mathematics, physics, 

and engineering. Many application problems necessitate the consideration of three-dimensional matrices with 

spectral decomposition over real values. Closed form solution techniques must be considered if the functional 

dependence of the spectral decomposition on the matrix elements is to be retained. Existing closed form 

expressions are predicated on the use of primary matrices in variations, which have a number of flaws when 

evaluated in the context of finite precision arithmetic [1]. 

For mathematicians, physicists, and engineers, spectral decomposition of real valued matrices (eigen 

decomposition) is critical. In particular, the decomposition of (3x3) matrices is important in three-dimensional 

space since it is common in many real-world applications on texts. Because of its close relationship to the roots 

of the cubic equation, this unique spectral decomposition problem has been investigated for decades. With the 

advent of computers and strong symbolic systems such as Mathematica[2] and SymPy[3], closed form solutions 

have become increasingly popular. The symbolic technique is a useful tool for computing eigenvalues and 

eigenvectors while maintaining their functional dependency on matrix members.  

The purpose of this research is to investigate the spectral decomposition of any matrix and correlation matrices. 

 

II. Material and Method 
Distances and the assumption that the data are multivariate normally distributed are frequently used in 

the analysis of variation and interrelationships in multivariate data. Quadratic forms are matrix products that can 

be used to describe squared distances and multivariate normal density. As a result, it is not surprising that 

quadratic forms are important in multivariate analysis. In this part, we look at quadratic forms that are always 

nonnegative, as well as the corresponding positive definite matrices. In many circumstances, results involving 

quadratic forms and symmetric matrices are a direct result of a symmetric matrices expansion known as the 

spectral decomposition [4].A (kXk) symmetric matrix A's spectral decomposition is given by [4, 5] 

 

𝐴 = 𝜆1𝑒1𝑒
′
1 + 𝜆2𝑒2𝑒

′
2 + ⋯+ 𝜆𝑘𝑒𝑘𝑒

′
𝑘 

(𝑘 ∗ 𝑘)(𝑘 ∗ 1)(1 ∗ 𝑘)(𝑘 ∗ 1)(1 ∗ 𝑘)           (𝑘 ∗ 1)(1 ∗ 𝑘) 
 

where 𝜆1, 𝜆2, …, 𝜆𝑘 are eigenvalues of A and 𝑒1, 𝑒2,…,𝑒𝑘k are the associated normalized eigenvectors. Thus, 

𝑒′
𝑖𝑒𝑖 = 1 for i=1, 2,…, k, and 𝑒′

𝑖𝑒𝑗 = 0 for 𝑖 ≠ 𝑗.  
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III. Results and Discussion 
Calculate the eigenvalue and eigenvector for a square matrix A of (2*2) given below.  

𝐴 = [
2 −10

−10 2
] 

To calculate the eigenvalues for this matrix  

det(𝐴 − 𝜆𝐼) = 0 
from the formula, 

𝑑𝑒𝑡 ([
2 −10

−10 2
] − 𝜆 [

1 0
0 1

]) = 𝑑𝑒𝑡 ([
2 −10

−10 2
] − [

𝜆 0
0 𝜆

]) = 0 

𝑑𝑒𝑡 ([
2 − 𝜆 −10
−10 2 − 𝜆

]) = 0 

(2 − 𝜆)(2 − 𝜆) − 10 ∗ 10 = 0 

𝜆2 − 4𝜆 − 96 = 0 
The roots of this quadratic equation give the eigenvalues of the matrix. 

𝜆1 = 12  𝑎𝑛𝑑 𝜆2 = −8   
The eigenvectors obtained from here are respectively, 

𝑣1 = [
1

−1
]  𝑎𝑛𝑑 𝑣2 = [

1
1
] 

The unit eigenvectors of these eigenvectors are respectively, 

𝑒1 =

[
 
 
 

1

√2

−
1

√2]
 
 
 

 

𝑒2 =

[
 
 
 
1

√2
1

√2]
 
 
 

 

available in the form. 

 

𝐴 = 12

[
 
 
 

1

√2

−
1

√2]
 
 
 

[
1

√2
−

1

√2
] − 8

[
 
 
 
1

√2
1

√2]
 
 
 

[
1

√2

1

√2
] 

𝐴 = 12 [

1

2
−

1

2

−
1

2

1

2

] − 8 [

1

2

1

2
1

2

1

2

] = [
6 −6

−6 6
] − [

4 4
4 4

] = [
2 −10

−10 2
] 

is obtained as. Similarly, a (3*3) square matrix A to find the spectral decomposition is as follows. 

𝐴 = [
2 0 0
8 6 4
8 4 6

] 

The eigenvalues of this matrix are, 

𝜆1 = 10, 𝜆2 = 2 and 𝜆3 = 2 as were founded.  

Here, the eigenvectors, 

𝑣1 = [
0
1
1
] , 𝑣2 = [

0
1

−1
],      𝑣3 = [

1
−1
−1

] 

and corresponding unit eigenvectors are respectively, 

𝑒1 =

[
 
 
 
 
0
1

√2
1

√2]
 
 
 
 

,    𝑒2 =

[
 
 
 
 

0
1

√2

−
1

√2]
 
 
 
 

 ,   𝑒3 =

[
 
 
 
 
 
 

−

1

√3
1

√3

−
1

√3]
 
 
 
 
 
 

 

is in the form. 



Spectral decomposition of a matrix: Some applications on correlation matrices 

*Corresponding Author:  Şenol Çelik                                                                                                         30 | Page 

𝐴 = 10 ∗

[
 
 
 
 
0
1

√2
1

√2]
 
 
 
 

[0
1

√2

1

√2
] + 2 ∗

[
 
 
 
 

0
1

√2

−
1

√2]
 
 
 
 

[0
1

√2
−

1

√2
] + 2 ∗

[
 
 
 
 
 
 

−

1

√3
1

√3

−
1

√3]
 
 
 
 
 
 

[
1

√3
−

1

√3
−

1

√3
] 

can be written as spectral decomposition. 

Let a (3*3) symmetric D matrix be as follows. 

𝐷 = [
1 0.60 0.38

0.60 1 −0.79
0.38 −0.79 1

] 

The eigenvalues and eigenvectors of this matrix were found with the R Studio program as follows. R program 

codes are given in Table 1 and the program output is given in Table 2. 

 
Table 1. Eigenvalue and eigenvector calculation of matrix in R program 

D <- as.matrix(data.frame(c(1,0.60,0.38),c(0.60,1,-0.79),c(0.38,-0.79,1))) 
D 
e<- eigen(D) 
e$values 
e$vectors 

 
Table 2. Program output 

D <- as.matrix(data.frame(c(1,0.60,0.38),c(0.60,1,-0.79),c(0.38,-0.79,1))) 
> D 
     c.1..0.6..0.38. c.0.6..1...0.79. c.0.38...0.79..1. 
[1,]            1.00             0.60              0.38 
[2,]            0.60             1.00             -0.79 
[3,]            0.38            -0.79              1.00 
> e <- eigen(A) 
>e$values 
[1] 5 1 1 
>e$vectors 
          [,1]       [,2]       [,3] 
[1,] 0.0000000  0.0000000  0.3779645 
[2,] 0.7071068  0.7071068 -0.9124870 
[3,] 0.7071068 -0.7071068  0.1565580 
> D <- as.matrix(data.frame(c(1,0.60,0.38),c(0.60,1,-0.79),c(0.38,-0.79,1))) 
> D 
     c.1..0.6..0.38. c.0.6..1...0.79. c.0.38...0.79..1. 
[1,]            1.00             0.60              0.38 
[2,]            0.60             1.00             -0.79 
[3,]            0.38            -0.79              1.00 
> e <- eigen(D) 
>e$values 
[1]  1.8348698  1.3608609 -0.1957307 
>e$vectors 
           [,1]      [,2]       [,3] 
[1,] -0.2752205 0.8181442  0.5048699 
[2,] -0.7577098 0.1386273 -0.6376976 
[3,]  0.5917174 0.5580524 -0.5817629 

 
The eigenvalues of the D matrix given according to the results given in Table 2, 

𝜆1 = 1.83487,       𝜆2 = 1.36086, 𝜆3 = −0.19573 

found as if the unit eigenvectors of this matrix are, 

𝑒1 = [
−0.27522
−0.75771
0.59172

] 
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𝑒2 = [
0.81814
0.13863
0.55805

] 

𝑒3 = [
0.50487

−0.63770
−0.58176

] 

Their spectral decomposition can be written as: 

𝐷 = 1.83487 [
−0.27522
−0.75771
0.59172

] [−0.27522 −0.75771 0.59172]

+ 1.36086 [
0.81814
0.13863
0.55805

] [0.81814 0.13863 0.55805]

− 0.19573 [
0.50487

−0.63770
−0.58176

] [0.50487 −0.63770 −0.58176] 

 

𝐷 = 1.83487 [
0.07575 0.20854 −0.16285
0.20854 0.57412 −0.44835

−0.16285 −0.44835 0.35013
] + 1.36086 [

0.66935 0.11342 0.45656
0.11342 0.01922 0.07736
0.45656 0.07736 0.31142

]

− 0.19573 [
0.25489 −0.32196 −0.29371

−0.32196 0.40666 0.37099
−0.29371 0.37099 0.33845

] 

𝐷 = [
1 0.60 0.38

0.60 1 −0.79
0.38 −0.79 1

] 

expressed as spectral decomposition. 

In a study, the spectral decomposition of a symmetric (4*4) size A square matrix consisting of correlation 

coefficients between measurements of body biological characteristics [6] in donkeys can be examined. 

𝐴 = [

1 0.762 0.767 0.614
0.762 1 0.951 0.569
0.767 0.951 1 0.586
0.614 0.569 0.586 1

] 

The R program instructions that calculate the eigenvalues and unit eigenvectors of this correlation matrix are 

presented in Table 3, and the output of the program is presented in Table 4. 

 

Table 3. R program codes of the eigenvalue and unit vector of the given matrix A 

A <- as.matrix(data.frame(c(1,0.762,0.767, 

0.614),c(0.762,1,0.951,0.569),c(0.767,0.951,1,0.586),c(0.614,0.569,0.586,1))) 

A 

e<- eigen(A) 

e$values 

e$vectors 

 

Table 4. Results of R codes of (4*4) dimensional symmetric square matrix 

> A <- as.matrix(data.frame(c(1,0.762,0.767,0.614), c(0.762,1,0.951,0.569), c(0.767,0.951,1,0.586), 

c(0.614,0.569,0.586,1))) 

> A 
     c.1..0.762..0.767..0.614. c.0.762..1..0.951..0.569. c.0.767..0.951..1..0.586. c.0.614..0.569..0.586..1. 

[1,]                     1.000                     0.762                     0.767                     0.614 

[2,]                     0.762                     1.000                     0.951                     0.569 

[3,]                     0.767                     0.951                     1.000                     0.586 

[4,]                     0.614                     0.569                     0.586                     1.000 

> e <- eigen(A) 

>e$values 

[1] 3.14220123 0.53080342 0.27823691 0.04875844 

>e$vectors 

           [,1]        [,2]       [,3]         [,4] 

[1,] -0.5019803 -0.01887884  0.8646711 -0.001793548 

[2,] -0.5290368 -0.35999118 -0.3164420 -0.700279122 

[3,] -0.5322114 -0.32939582 -0.3146842  0.713598792 
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[4,] -0.4299847  0.87266737 -0.2306125 -0.019562679 

 
As seen in Table 4, the eigenvalues of the (4*4) dimension A matrix were found to be 3.142, 0.531, 0.278 and 

0.049, respectively. The unit eigenvectors corresponding to these eigenvalues were obtained as follows. 

 

𝑒1 = [

−0.501
−0.529
−0.532
−0.430

] ,  𝑒2 = [

−0.019
−0.360
−0.329
0.873

] , 𝑒3 = [

0.865
−0.316
−0.315
−0.231

],   𝑒4 = [

−0.002
−0.700
0.714

−0.020

] 

 

𝐴 = 3.142 [

−0.501
−0.529
−0.532
−0.430

] [−0.501 −0.529 −0.532 −0.430]

+ 0.531 [

−0.019
−0.360
−0.329
0.873

] [−0.019 −0.360 −0.329 0.873]

+ 0.278 [

0.865
−0.316
−0.315
−0.231

] [0.865 −0.316 −0.315 −0.231]

+ 0.049 [

−0.002
−0.700
0.714

−0.020

] [−0.002 −0.700 0.714 −0.020] 

 
 

𝐴 = 3.142 [

0.252 0.266 0.267 0.216
0.266 0.280 0.282 0.227
0.267 0.282 0.283 0.229
0.216 0.227 0.229 0.185

] + 0.531 [

0.00036 0.0068 0.0062 −0.0165
0.0068 0.1296 0.1186 −0.31415
0.0062 0.1186 0.1085 −0.28745

−0.0165 −0.31415 −0.28745 0.7615

]

+ 0.278 [

0.748 −0.274 −0.272 −0.199
−0.274 0.100 0.099 0.0730
−0.272 0.099 0.099 0.0726
−0.199 0.0730 0.0726 0.053

] 

+0.049 [

0.000003 0.00126 −0.00128 −0.000035
0.00126 0.4904 −0.4997 0.0137

−0.00128 −0.4997 0.509 −0.014
−0.000035 0.0137 −0.014 0.00038

] 

and 

𝐴 = [

1 0.762 0.767 0.614
0.762 1 0.951 0.569
0.767 0.951 1 0.586
0.614 0.569 0.586 1

] 

Other applications have been made in different fields regarding spectral decomposition [7, 8].  

 

IV. Conclusion 
The solution technique to spectral decomposition of real-valued matrices with real eigenvalues is 

investigated in this study. Applications were made on (2*2), (3*3) and (4*4) type matrices. The eigenvalues and 

eigenvectors of the matrices were used to obtain the spectral decomposition. The spectral decomposition of the 

correlation matrix was found and the relationship between them was examined. The application was realized by 

giving an example with animal husbandry data. It is concluded that very different and wide application of 

spectral decomposition is possible. 
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