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ABSTRACT 
Solar energy is an abundant, clean, and renewable energy source, crucial for addressing the current global energy 

crisis. Efficiently harvesting solar power to generate electricity for smart grids is vital. However, the variability 

of solar radiation presents significant challenges in accurately forecasting solar photovoltaic (PV) power 

generation. Elements such as cloud cover, atmospheric conditions, and seasonal changes greatly influence the 

amount of solar energy available for electricity conversion. Accurate estimation of solar power output is therefore 

critical to evaluate the potential of smart grids. This study explores the use of various machine learning models 

to predict solar PV power generation in Lubbock, Texas. Performance is measured using Mean Squared Error 

(MSE) and R² metrics. The findings reveal that the Random Forest Regression (RFR) and Long Short-Term 

Memory (LSTM) models outperformed the others, achieving MSE values of 2.06% and 2.23%, and R² values of 

0.977 and 0.975, respectively. These results indicate that RFR and LSTM are highly effective in capturing the 

complex patterns and relationships in solar power generation data. The developed machine learning models can 

assist solar PV investors in optimizing their processes and enhancing their planning for solar energy production. 
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I. INTRODUCTION 
Due to its potential to drastically cut greenhouse gas emissions, the use of solar electricity has grown in 

importance in the fight against climate change. To fulfil the growing demand for renewable energy, the solar power 

industry has expanded quickly as a result (Walmsley et al., 2015). To successfully integrate solar power into the 

grid, manage maintenance and outages, and lessen the need for pricey backup power, utility companies and power 

grid operators depend on accurate solar power forecasts (A. T. Balal et al., 2021; Ye et al., 2022). Machine learning 

(ML) models have demonstrated significant promise in forecasting solar PV power generation, and numerous 

research have employed them to get precise solar power forecasting. These algorithms are able to identify intricate 

patterns in solar radiation and meteorological data that are not readily apparent to the human eye (Demir et al., 

2022). However, the availability and quality of the data determine how accurate the solar projection is. 

Preprocessing data and choosing features are therefore essential phases in creating machine learning models for 

solar forecasting.  

The purpose of this study is to investigate the controversy surrounding the best machine learning models for 

forecasting solar output. Determining which machine learning models offer the best accuracy and dependability 

for forecasting solar photovoltaic power generation is the main topic of discussion. 

http://www.questjournals.org/
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This research advances our understanding of how machine learning (ML) models can enhance solar 

power forecasting by assessing and contrasting their performances. This will help utility companies and solar 

energy operators make well-informed decisions regarding the adoption of ML-based models for solar power 

forecasting (Benti et al., 2023). The study also aims to improve the theoretical discourse in the area of machine 

learning (ML)-based solar power forecasting by offering a thorough examination of the different ML algorithms 

utilised, the kinds of data sources utilised, and the metrics applied to evaluate their efficacy. The study intends to 

close a knowledge gap and further the continuous development of precise solar power forecasting methods by 

tackling this debate. 

In order to assess different machine learning (ML) methods, a number of research papers on ML-based 

solar power forecasting have been conducted recently. An overview of machine learning (ML)-based solar power 

forecasting is given in this literature review, together with information on the various ML algorithms that were 

used, the kinds of data sources that were used, and the metrics that were used to indicate how effectively these 

algorithms worked. In Kim et al. (2023), the authors forecasted the generation of PV power and quickly identified 

equipment and panel faults using a variety of time-series methodologies, including deep learning and machine 

learning algorithms. The South Korean data collected between January 2017 and June 2021 was used to construct 

AI models. Based on the results, it was concluded that the LSTM model predicted the hourly PV power generation 

in this 1.5 MW PV system with the highest degree of accuracy. A deep learning-based method was proposed by 

Elsaraiti & Merabet [10] for forecasting short-term PV power generation. The Multi-Layer Perceptron (MLP) 

network and the Long Short-Term Memory (LSTM) algorithm are compared and contrasted using a variety of 

performance metrics. The results show that the LSTM network performs better than the MLP network and 

provides reliable data for PV power facilities to operate efficiently. Energy efficiency and deep learning combine 

effectively to promote sustainability in the electrical sector. 

The author of Li et al. (2020) paper suggests a novel hybrid model that blends LSTM and WPD networks 

for short-term PV energy prediction. The model performed better in all seasons and weather conditions and was 

verified using a real solar system. The suggested method might improve regional power systems' operational 

effectiveness. The use of ML approaches for short-term power forecasting in photovoltaic producing plants is 

investigated by Cabezón et al. (2022). According to the study's findings, the tree-based XGB model produced the 

best accurate predictions for the power demand for the upcoming hour. A hybrid method utilising machine learning 

techniques is presented by Bajpai & Duchon (2019) for forecasting solar power generation by photovoltaic cells. 

The study found that the random forest model performed better than other models and offered a novel approach 

by combining many models in accordance with specific meteorological conditions. But training the models takes 

longer using the mixed technique.  Sorkun et al. (2017) implemented an LSTM and a gated recurrent unit (GRU) 

variant of RNN to evaluate the performance of the proposed model in terms of precise solar irradiance prediction. 

The results indicate that an RNN is not as effective as the GRU and LSTM in time-series irradiance forecasting. 

A methodology that use transfer learning to predict the day-ahead energy production for freshly built 

solar power plants is put forth by Miraftabzadeh et al. (2023). Using a dataset, the framework trains four predictive 

models based on various network topologies. These models are then moved to the second phase and retrained 

using the newly created PV dataset. The results show that the transferred model has the highest precision and 

performs better than other models. Polasek & Čadík (2023) provide a deep-learning (DL) model that uses weather 

forecasts for training and augmentation. The model combines components of UNet with residual aggregation 

modules to predict the production of solar power plants. Data for power plants from all year round are included 

in the dataset. Through precise evaluation of prediction uncertainty, the suggested architecture surpasses the 

baseline model by an additional 28.27%. It is also demonstrated that transfer learning is feasible, allowing for the 

giving of forecasts with only a few days' notice. The application of ML and DL algorithms for time-series data for 

energy generation forecasting is examined by the author in Mystakidis et al. (2023). The study uses a number of 

criteria to assess the prediction skills of the models and comes to the conclusion that the most accurate strategy is 

an ensemble approach that combines numerous ML and DL algorithms. Including Random Forest, LSTM, and 

XGBoost, the dynamic weighted average ensemble model fared better than any other solo model. 

This paper's primary contribution is the effective application of machine learning algorithms to precisely 

forecast Lubbock, Texas's solar photovoltaic (PV) power generation. The study's low Mean Squared Error (MSE) 

and high R2 values show how well the LSTM and RFR models captured intricate patterns and correlations in the 

data on solar power generation. These results have applications for solar photovoltaic investors, offering insightful 

information and supporting the enhancement of planning and decision-making procedures for solar energy 

generation. The rest of this work is divided into four main sections to give a clear and organised analysis.  While 

Section 3 provides a thorough review of the several machine learning models used, Section 2 describes the 

technique and data source processing used in this study. The simulation and findings from the Python analysis are 

presented in Section 4. In Section 5, the report wraps up with a thorough discussion that highlights the conclusions, 

ramifications, and potential future directions of this research. 
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II. METHODOLOGY 
To estimate solar power using ML/DL models, the dataset must be processed via the necessary processes, as 

indicated in Figure 1. 

 

 
Figure 1: The necessary actions to forecast solar energy 

 

In order to ensure accurate estimations of solar electricity, a methodical technique must be employed, as seen in 

Figure 1, which also summarises the essential procedures that must be followed. The following is an explanation 

of these crucial actions: 

 

Data Description 

The West Texas Mesonet dataset for Lubbock, Texas, was used in this investigation. A network of weather 

stations called the West Texas Mesonet offers top-notch meteorological data for a number of West Texas sites. For 

the years 2012–2022, the dataset contains 5-minute measures of temperature, humidity, wind direction, wind 

speed, and sun radiation. To get rid of any incorrect or missing data, the dataset was cleaned and pre-processed 

(Zhang et al., 2015). The solar irradiance on a horizontal surface was computed using the solar radiation data, and 

this value served as an input variable for the machine learning models. Compared to other US-wide resources, the 

West Texas Mesonet dataset is more relevant and accurate when it comes to meteorological data for Lubbock. 

 

Data Preprocessing 

The West Texas Mesonet dataset was cleaned and pre-processed to eliminate any missing or incorrect 

data before the ML models were trained. This stage is essential for guaranteeing the precision of the findings and 

avoiding mistakes in the models.  As part of the preprocessing stages, any NAN values—missing values in the 

dataset—and negative values for solar power—which is physically impossible—were eliminated (Mantri et al., 

2022). The dataset has been divided into a training set and a test set following preprocessing. The testing set was 

used to assess the ML models' performance after they had been trained on the training set. To make sure the models 

weren't overfitting the data, the testing set had 20% of the dataset, and the training set contained 80% of the 

dataset. 
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Feature Selection 

Choosing the right features can be very important for maximising the production of solar energy. The 

practice of selecting the most crucial variables or features that influence a certain result while eliminating 

unnecessary or redundant ones is known as feature selection. Researchers can reduce the complexity of the issue 

and enhance the precision and effectiveness of solar power generation models by identifying the subset of factors 

that have the biggest influence on solar power output using feature selection approaches (A. Balal & Giesselmann, 

2022; A. T. Balal et al., 2023). By concentrating on the most important variables rather than squandering money 

on the less important ones, this can also assist investors in cutting expenditures. As a result, feature selection is a 

crucial instrument for maximising solar power output and increasing the production of renewable energy with 

greater efficiency (Zhou & Esteban, 2018). It's critical to comprehend the variables influencing solar power output 

in order to maximise solar power generation. Variables like solar radiation, wind speed, temperature, humidity, 

and so on can be included in this. By looking at the relationships between these factors and solar power output, 

features can be chosen for solar power extraction. As a result, investors can learn more about the relative 

significance of each component and possibly increase the solar power generating efficiency (Tang et al., 2018). 

Table 1 displays the correlation coefficients in this context between solar power and the most relevant factors. 

 

Table 1. List of correlation coefficients between solar power and related variables 
Variables  Correlation coefficient 

Solar power (kW) 1.000000 
Solar Radiation (W/m2) 0.989422 

Wind Direction 0.604704 

Temperature (C) 0.582534 
Wind Speed (m/s) 0.570459 

Humidity (%) -0.517406 

 

The aforementioned table demonstrates that although wind direction, temperature, and wind speed have 

moderately positive connections with solar output, solar radiation has the strongest positive link. There is a 

somewhat inverse relationship between humidity and solar power output. These results imply that the primary 

factor influencing solar power output is solar radiation. Future studies and useful applications in solar power 

generation can benefit from the information (Qadir et al., 2021). 

In Figure 2, the correlation matrix is shown. 
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Figure 2: Solar power and related variables' correlation matrix 

 

As seen in Figure 2, humidity has little impact on solar power generation, while solar radiation has the 

greatest effect. In addition, Figure 3 shows the solar power scatter plot with respect to the linked variables. 

The pairwise link between the solar power output and the other weather-related variables, such as solar 

radiation, wind direction, temperature, wind speed, and humidity, is visualised using the scatter plot matrix, which 

is based on Figure 3. The distribution of each variable is displayed by the diagonal histograms, and the pairwise 

relationships between each pair of variables are displayed by the off-diagonal scatter plots. For instance, a positive 

linear relationship may be seen in the scatter plot comparing solar radiation and power output, indicating that solar 

radiation and solar power output are most positively correlated. According to the scatter plot between solar power 

and humidity, there is a moderately negative association between humidity and solar power output (Carrera et al., 

2020). 
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Figure 3. Scatter plot illustrating the relationship between the weather variables. 

 

III. EVALUATION OF THE MODELS 
The following evaluation metrics were utilized to gauge the performance of the hybrid RFR-LSTM approach and 

compare it with standalone RFR, LSTM, and other Machine Learning (ML) and Deep Learning (DL) models: 

1. Mean Squared Error (MSE): This metric measures the average squared difference between predicted 

and actual solar power values, indicating the overall accuracy of the predictions.  

2. R-squared (R²) Score: This score evaluates the proportion of variance in the target variable (solar power 

generation) that is explained by the predictions, indicating the model's goodness of fit.  

These metrics provide insights into the models' accuracy and performance in predicting solar power generation. 

A lower MSE value signifies better accuracy, while a higher R² score indicates a better fit of the predictions to the 

actual data. 

IV. MACHINE LEARNING MODELS 
In this study, eight machine learning models were employed to forecast solar PV power generation: Linear 

Regression (LR), Polynomial Regression (PR), Decision Tree Regression (DTR), Artificial Neural Network 

(ANN), Convolutional Neural Network (CNN), Random Forest Regression (RFR), Gradient Boosting Regression 

(GBR), and Long Short-Term Memory (LSTM).  

Linear Regression (LR) 

A statistical method for simulating the relationship between a target and features is called linear regression (LR), 

which involves fitting a linear equation to the observed data. LR can be used to predict the link between 

meteorological characteristics and generated solar power in solar power forecasting. The link between a target 

and certain features can be better understood by using the straightforward and interpretable LR model (Sharkawy 

et al., 2023). 
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Polynomial Regression (PR) 

Polynomial regression (PR) is a variant of linear regression (LR) where the relationship between the 

target variable and the features is represented as an nth-degree polynomial function. This method is beneficial 

when the relationship between the target and features is non-linear. In solar power forecasting, polynomial 

regression can help identify the non-linear connections between weather variables and solar power generation. 

While polynomial regression offers more flexibility compared to linear regression, it is susceptible to overfitting, 

especially with high-degree polynomials. Overfitting happens when the model closely matches the training data 

but fails to generalize to new data. To prevent overfitting, it is crucial to employ cross-validation and regularization 

techniques when fitting polynomial regression models (A. T. Balal et al., 2023). 

 

Decision Tree Regression (DTR) 

Decision Tree Regression (DTR) is a non-parametric supervised learning technique used for both 

regression and classification tasks. In solar power forecasting, decision trees can model the relationship between 

weather features and solar power output. The fundamental concept of decision trees involves recursively 

partitioning the data into sub-datasets based on input feature values. Each subset corresponds to a node in the tree, 

and the tree continues to grow until it reaches a stopping criterion, such as a minimum number of samples per leaf 

or a maximum node depth. Decision trees offer several benefits, including simplicity, interpretability, and the 

ability to handle both continuous and categorical input variables. However, they are susceptible to overfitting, 

especially when the tree grows too deep. To mitigate overfitting, pruning techniques like setting a minimum 

sample split or a minimum impurity decrease should be employed (Gupta et al., 2021). 

 

Artificial Neural Network (ANN) 

Artificial Neural Networks (ANNs) are machine learning models inspired by the functioning of the 

human brain. In the context of solar power forecasting, ANNs can model the relationship between weather features 

and generated solar output. ANNs consist of interconnected nodes (neurons) organized in layers. The input layer 

receives the input data, which is then processed through hidden layers using a series of mathematical operations 

to transform the data into a useful representation for the output layer, where the forecast is generated. ANNs can 

be trained using various techniques, including supervised and unsupervised learning. They are capable of 

autonomously discovering patterns and relationships in input datasets. ANNs have several advantages, such as 

handling non-linear relationships between input and target variables and their flexibility in modeling complex 

data. However, training ANNs requires careful hyperparameter tuning for optimal performance. Overfitting, 

where the model fails to generalize well, is a potential challenge. To prevent overfitting, techniques like 

regularization and early stopping are essential (Asghar et al., 2024). 

 

Convolutional Neural Network (CNN) 

Convolutional Neural Networks (CNNs) are deep learning models that excel with image and time series 

data. In solar power forecasting, CNNs can identify spatial and temporal dependencies in the input data, making 

them highly effective for predicting solar power output. CNNs operate by applying convolutional filters to the 

input data to extract features relevant to the prediction task. The output from the convolutional layers is processed 

through nonlinear activation functions and pooling layers, which reduce dimensionality and improve 

computational efficiency. The extracted features are then passed through fully connected layers to generate the 

final prediction. A key advantage of CNNs is their ability to automatically learn spatial and temporal patterns in 

the input data, making them well-suited for solar power forecasting. Additionally, CNNs can handle large datasets 

and generalize well to new data, enhancing their predictive power. However, training CNNs can be 

computationally intensive and requires substantial amounts of data for optimal performance. Hyperparameter 

tuning is crucial for achieving the best results, and CNNs can be sensitive to changes in input data, such as 

variations in weather patterns or solar panel configurations (Jalali et al., 2021). 

 

Random Forest Regression (RFR) 

Random Forest Regression (RFR) is an ensemble learning technique that combines multiple decision trees 

to create a strong predictive model. In solar power forecasting, RFR can model the relationship between weather 

features and solar power output. RFR operates by training multiple decision trees, each using a random subset of 

the input features. The predictions from these trees are then combined to produce a final forecast. This method 

helps to reduce the risk of overfitting and enhances the model's generalization performance. RFR offers several 

advantages, such as handling non-linear relationships between input and target features, robustness to outliers and 

noisy data, and the ability to capture complex interactions between variables. It can also manage missing data and 

categorical variables without extensive preprocessing. However, RFR can be computationally intensive and 

requires careful hyperparameter tuning for optimal performance. To address these challenges, techniques like 

regularization, early stopping, and cross-validation are essential to prevent overfitting (Khalyasmaa et al., 2019).  
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Gradient Boosting Regression (GBR) 

Another ensemble learning method is GBR, which can be used to predict the relationship between weather 

characteristics and generated solar power in the context of solar power forecasting. In order to fix the mistakes 

made by the prior trees, GBR trains decision trees iteratively. The residual errors of the previous trees are used to 

fit each subsequent tree, resulting in a model that progressively gets better at predicting the target variable. The 

ability of GBR to handle non-linear connections, its resilience to outliers and noisy data, and its capacity to capture 

intricate interactions between variables are just a few of its benefits. To attain good performance, GBR, like RFR, 

can be computationally expensive and requires careful hyperparameter adjustment (Tiwari et al., 2018). 

 

Long Short-Term Memory (LSTM) 

Recurrent neural networks (RNNs) like LSTM operate well with sequential data, such time series. The 

purpose of LSTM networks is to solve the vanishing gradient issue. Long-term dependencies can be captured 

more successfully by LSTM networks by using memory cells and gating mechanisms to selectively recall or forget 

details from earlier phases.  LSTM networks offer a number of benefits, such as the ability to process input 

sequences of varying length and the capacity to understand intricate relationships. Furthermore, to avoid overfit 

issues, it's critical to employ strategies like regularisation, early halting, and dropout (A. T. Balal et al., 2023). 

 

V. RESULTS 
In this study, the performance of eight machine learning models for solar power forecasting was evaluated 

using two commonly used metrics: Mean Squared Error (MSE) and R-squared (R²). MSE measures the average 

squared difference between the predicted and actual values, and it is commonly used to assess the accuracy of 

regression models. A smaller MSE indicates better predictive accuracy. R² measures the proportion of variance in 

the target variable explained by the model, indicating how well the regression model fits the data. It ranges from 

0 to 1, with 1 indicating a perfect fit. Figure 4 illustrates the performance of the Random Forest Model over 

different time periods: one day, four days, ten days, and one month. 
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Figure 4. Random Forest Regression Model; (a) One day; (b) Four days; (c) Ten days; (d) One month 

 

Figure 4 illustrates the performance of a Random Forest Regression Model for forecasting solar power over 

various time periods, ranging from one day to one month. The x-axis represents time, while the y-axis displays 

both actual and predicted solar power output. The blue line denotes the true solar power output, whereas the red 

line represents the model's predicted output. The model's effectiveness can be evaluated by observing the 

alignment between the red and blue lines. A close alignment suggests accurate forecasting, while significant 

discrepancies indicate less reliable predictions. Figure 3 shows that the predicted solar power output (red line) 

generally aligns with the true solar power output (blue line), suggesting that the Random Forest Regression Model 

captures the underlying patterns and variations in solar power output to some extent. Additionally, Table 2 presents 

the performance metrics of each model used in the study. 

 

Table 2. Performance of the ML models on the test dataset 
ML Model MSE 𝑹�𝟐� 

LR 3.25 0.9555 

PR 2.41 0.9732 

DTR 3.98 0.9569 
ANN 2.35 0.9712 

CNN 2.30 0.9741 

RFR 2.06 0.9778 
GBR 2.29 0.9756 

LSTM 2.23 0.9760 

 

According to Table 2, the selected ML/DL models for the study include traditional regression models, 

ensemble models, and neural network models. The results indicate that all eight ML models achieved good 

accuracy in predicting solar PV power generation, as reflected by their high R² values and low MSE values. The 

Random Forest Regression (RFR) and Long Short-Term Memory (LSTM) models performed exceptionally well, 

with RFR achieving the lowest MSE of 2.06 and an R² value of 0.97, indicating very high accuracy. Lower MSE 

values suggest minimal deviation between predicted and actual values, while higher R² values signify a better fit 

to the data. Overall, the findings suggest that ML models, especially ensemble methods like RFR and Gradient 

Boosting Regression (GBR), as well as neural network models like LSTM, CNN, and ANN, are well-suited for 

forecasting solar PV power generation. Ensemble methods enhance predictive accuracy by combining multiple 

ML models, whereas neural network models are adept at capturing complex patterns and relationships in data. 
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VI. CONCLUSION 
Predicting solar energy generation is challenging due to the intermittent nature of weather conditions. 

Factors like cloudy days, wind variations, and the time of year significantly affect the performance of solar panels 

and the amount of energy they generate. These dynamic elements introduce uncertainty, making accurate 

predictions more complex. Therefore, precise ML/DL models are essential for accurate solar power forecasting. 

This paper has demonstrated the effectiveness of various machine learning models in predicting PV generation in 

Lubbock, Texas. 

The results show that the Random Forest Regression (RFR) and Long Short-Term Memory (LSTM) 

models outperformed others, achieving the lowest Mean Squared Error (MSE) values of 2.06% and 2.23%, 

respectively, and the highest R² values of 0.977 and 0.975. These findings suggest that these models have 

significant potential to help solar energy operators optimize operations and plan for solar PV power generation. 

According to the research, ensemble approaches like RFR and Gradient Boosting Regression (GBR), as well as 

neural network models like LSTM, Convolutional Neural Network (CNN), and Artificial Neural Network (ANN), 

are optimal for predicting solar PV power generation. 

However, it is important to note that the dataset used in this study is limited to a specific location 

(Lubbock, Texas) and a particular period. The models might perform differently in other locations or under 

different weather conditions. Future research could expand upon this study by investigating the models' 

performance under varying weather conditions and in different geographical locations, providing valuable insights 

into their generalizability and robustness. Additionally, exploring the impact of data preprocessing techniques on 

the models' performance could enhance the accuracy and reliability of PV generation predictions, making it a 

worthwhile avenue for further research. 
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