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ABSTRACT: Multi-view anomaly detection is an important problem in machine learning. Existing 

approaches can generally deal with the multi-view point anomaly, namely the outlier with abnormal behaviors 

in each view, or inconsistent cluster memberships across different views. However, traditional point anomaly 

detection methods are not effective for scenarios where individual instances are normal, but their collective 

behavior is abnormal. Therefore it is crucial to study the collective behavior and discover multi-view group 

anomalies. Unfortunately, few previous literatures have discussed this kind of anomaly, consequently no 

existing methods can be applied directly. In this paper, we propose a novel non-parametric Bayesian model, 

Enhanced Multi-view Group Anomaly Detection (EMGAD), to address this issue. By representing the multi- 

view data with different latent group structures and topic distributions, EMGAD automatically infers the groups 

and detects group anomalies simultaneously. To construct the model, we proposed to use the collapsed Gibbs 

sampling algorithm with four steps in each iteration. The model is then evaluated on both synthetic and real 

world datasets with different anomaly settings, and the experimental results demonstrate the effectiveness of our 
approach on detecting multi-view group anomalies.  
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I. INTRODUCTION 
The recent big data wave has fostered many new technologies that help digest these petabytes to 

discover hidden knowledge. Among them, anomaly detection has been one of the foci of data science research 

community. Anomaly detection aims to detect suspicious individuals, patterns, events and groups which do not 

conform to the expected modality. It can be applied to datasets in almost all domains, such as video surveillance 

[28], spam detection [10,11,15], malicious insider attack detection [27] and human behavior analytics [18].  

Over the past decade, vast amounts of significant work have spawned in this area. According to the 

perspectives and the types of anomaly, existing work on anomaly detection can be classified into the following 

three categories: (1) single-view point anomaly detection, (2) multi-view point anomaly detection, and (3) 

single-view group anomaly detection.  

 
Figure 1. Anomalies in Previous Works.  

 

Point anomaly detection, also known as outlier detection, aims to discover those individual data 

instances whose behavior deviates significantly from the others. Most single-view point anomaly detection 

methods, including local outlier factor (LOF) [4], angle-based outlier factor (ABOF) [17], one class SVM [24], 

one-class CRF [25] and isolation forest [20], explore the point anomaly by analyzing the distance of instances 

from single-view datasets, as shown in Figure 1(a). In recent years, the profusion of diverse data sources has 
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ushered large amounts of multi- view data such as social media, sensor readings, scientific publication networks 

or physiological measurements. The goal of multi-view point anomaly detection is to identify those instances 

with inconsistent behavior among multiple views as anomalies (see Figure 1(b)) [1,12,16,29,33].  
However, point anomaly detection methods are incapable for scenarios where individuals are normal, 

but their collective behavior is abnormal, as shown in Figure 1(c). For example, a group of insiders may collude 

to leak the confidential information in large organizations; or a group of reviewers may collectively rate a 

product low. This type of anomaly is called group anomaly [8]. To mitigate this issue, Xiong et al proposed two 

probabilistic graphical models,                                                                          

                        [21] proposed one-class support measure machines (OCSMMs), to find group 

anomalies in the space of group feature distributions. However, all of these methods are single-view group 

anomaly detection, where the groups need to be pre-determined.  

In this paper, we investigate a new category of anomaly detection: the multi-view group anomaly 

detection, which has not been adequately explored. Multi-view group anomaly is a group that can be defined as: 

given a multi-view dataset, the pattern (or topic distribution) in a number of views does not conform to the 
majority of other groups. Detecting multi-view group anomaly detection is with promising applicability. For 

instance, in a scientific community, the highly novel research topics of some groups (usually considered as 

anomaly) may lead the advances in technologies. However, considering the diverse data generation mechanisms 

of multi-view data, identifying the multi-view group anomaly is a highly challenging task. First, it is crucial 

though nontrivial to cluster all the inconsistent groups under different views. Traditionally researchers believe 

that groups among diverse views always have consistent relations. In this paper, however, we argue that for 

multi-view data, diverse views may be with completely different structure of clusters. This phenomenon can be 

observed in many practical domains. For example, a twitter user may have demography view, location view, 

friends view and tweets view, and so forth. For users in the same group under the friend view, their posted 

topics in tweets view may vary dramatically. Second, the number of groups under different perspectives is not 

specified before the clustering process. The isolated but coupled nature of multiple views, call for a novel data 

driven mechanism that can automatically determine the suitable number of groups. Third, identifying groups 
with abnormal behavior is also nontrivial, and no criterion in previous work has been defined for multi-view 

data.  

Along this line of research, the similar work is [32], which detects group anomaly in social media 

under two different views: social relationships and instance features. However, this method only deals with pair-

wise data to form the social community and requires a predetermined number of groups, which is in general not 

available for all perspectives. [34] proposed the first general model to deal with this problem. In this paper, we 

propose an enhanced model (EMGAD) that relaxes the assumption of the predefined topic number under topic 

views. Extensive experiments on both synthetic and real world datasets show the effectiveness of proposed 

model. The major contributions of this paper can be summarized as follows:  

• We deal with the Multi-view Group Anomaly Detection problem in a fully non-parametric manner.    

• We develop an enhanced model called EMGAD that extends MGAD and requires no prior knowledge 
on the numbers of both groups or topics.    

• To evaluate the proposed model, we conduct extensive experiments on both synthetic and real-world 

datasets.    

The rest of the paper is organized as follows. In section 2 we briefly review the related work, and then 

formally define the multi-view group anomaly detection problem and propose the enhanced MGAD model to 

discover group anomaly in Section 3. In Section 4, we evaluate the proposed EMGAD model using both 

synthetic and real world datasets, and report the analysis results. Finally in Section 5 we conclude the paper.    

II. RELATED WORKS 
 Multi-view data learning has been ubiquitous in recent years since multiple view often provides 

coherent or complimentary information. Studying multi-view Data is with great challenges compared to single-

view data due to different generation mechanisms under different views. In this section we review the related 

models on multi-view data learning and group anomaly detection.      

The most popular research on multi-view data is multi-view clustering or co- clustering. Multi-view 

clustering aims to divide objects into clusters based on multiple views of entities. One class of methods is to 

utilize traditional single- view clustering algorithms. For example, the straightforward methods incorporate 

attributes of multiple views into the classical clustering process directly [2]. In contrast, late integration method 

[5] derives results from each individual view and then fuses them base on consensus. [7] projects multi-view 

data into a common lower dimensional subspace and then applies k-means to get the partitions. Another cate- 

gory of multi-view clustering is relying on matrix factorization technique (MF). [13] proposed a non-negative 

matrix factorization (NMF) based approach that gives compatible clustering solutions across multiple views. To 

find out the key subset of features in each view that are associated with the clusters, [26] simultaneously 
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decomposes multiple data matrices into sparse row and columns vectors. However, all above methods could not 

identify anomalies or outliers hidden in multi-view datasets.  

To tackle the problem of multi-view anomaly detection, several efforts have been made. Most multi-
view anomalies studied by existing work can be classified into two types: the attribute anomaly and the class 

anomaly. The attribute anomaly refers to an outlier with abnormal behavior in each view. An outlier ranking 

based method [22] can be applied to evaluate the degree of outlierness for all instances. Iwata and Yamada 

propose da probabilistic latent variable model [16] under the assumption that all views of an normal instance are 

generated from a single latent vector. In contrast, the class anomaly refers to instances with inconsistent cluster 

memberships across different views. Gao et al. proposed the horizontal anomaly detection (HOAD) [12] via 

spectral clustering on multiple views simultaneously. A more effective method over HOAD is presented based 

on affinity propagation (AP) [1], and detects anomalies by comparing the neighborhoods in different views. 

Recently, dual-regularized multi-view outlier detection method (DMOD) [33] and multi-view low-Rank 

analysis (MLRA) method [19] are proposed respectively to discover both types of multi-view anomalies 

simultaneously. However, these methods can only deal with point anomalies, but with limitations on group 
anomalies.  

Existing approaches to group anomaly detection can be classified into two general categories. One 

category investigates the problem following the paradigm of probabilistic framework. The Multinomial Genre 

Model (MGM) proposed in [31] treats each group as a mixture of topics, and first finds out anomalous groups 

with rare mixture rates compared to other normal groups. Then a more flexible model Flexible Genre Model 

(FGM) [30] is proposed to further generalizes the generation of group mixture rates. Another category takes a 

discriminative approach such as one-class support measure machines (OCSMMs) [21]. It maps the distributions 

into a probability measure space with kernel methods, and recognizes group anomalies via a kernel embedding 

of the probabilistic distributions. However, these methods are single-view group anomaly detection, where the 

groups need to be pre- determined. The only work to address multi-view group anomaly detection is [32], which 

detects group anomaly in social media. It only deals with pair-wise data to form social community and requires 

a predetermined number of groups, which is not always available in practice. Our approach studies the 
generalized multi- view group anomaly detection problem, and to the best of our knowledge, the first approach 

that without any assumptions on the groups.  

 

III. THE ENHANGCED MGAD MODEL                                                                                                             
3.1. Problem Definition. Motivated by document classification model like Latent Dirichlet Allocation 

(LDA) [3], we consider the groups as topics or roles, under the perspective of topic views with semantic 

meanings. Thus under the perspective of topic view, groups are formed with mixture of topics. We assume all 

groups in one view share the same set of topics in another view but possibly with different topic mixing rates. 

Normal groups follow the same pattern with respect to their topic mixing rates, but anomalous groups have topic 
mixing rates that deviate from the normal patterns [32]. Accordingly, we can formalize the problem of multi-

view anomaly detection as follows:  

Definition 1 (Multi-view Anomaly Detection [34]). Given a dataset with U group views and V topic 

views, Multi-view Anomaly Detection aims to discover groups from group views and topics from topic views, 

and to identify abnormal groups whose topic mixing rates do not conform to other groups.  

Modelling multi-view data is a highly complicated task since it allows observed attributes under 

different views to be generated from diverse mechanisms, that is, to form different clusters in different views. 

To solve this problem, we start from a Bayesian approach to constructing a generative model for multi-view 

data. In our EMGAD model, consistent group views share the same group partitions and in- dependently 

generate data features from their own distributions such as Gaussian distributions. On the other hand, given a 

fixed group partition, instance features under topic view are generated by different latent topics. We treat each 
                  w      ‘   -of-w    ’                                                        x            

According to the De Finettis theorem, the joint distribution of every infinitely exchangeable sequence of random 

variables can be represented with mixture models, thus, we apply LDA to model topic view data features. 

Combining those two aspects, the proposed EMGAD model can simultaneously build the relationships among 

groups under multiple views through the group partition.  

To address the second challenge of determining the number of groups, we introduce the Chinese 

Restaurant Process (CRP) as a prior that can dynamically adjust the group partition.  
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Figure 2. Graphical Model Representation of EMGAD.  

 

MGAD[34] assume that the number of topics under topic view is predetermined. For scenarios where it 

is impractical to predetermine the number, we propose an enhanced MGAD model that relaxes this assumption 

and incorporate another CRP to adjust the number of topics automatically as well. Then we flag anomalies as 

unconformable to other groups by both models. We generalize the MGAD model into the enhanced MGAD 
(EMGAD), which supports learning not only the number of groups, but also the number of topics under the 

topic views. We first introduce the EMGAD model and then demonstrate the model inference algorithm.  

3.2. Model Specification. In EMGAD, we relax the assumption that topic assignment  be sampled 
               x                  π   w        x                     I        we treat the topics in each group as 

  ‘   -of-w    ’        sume that the topics in each group are exchangeable. Thus we can also apply Chinese 

Restaurant Process as a prior on the space of latent variable Tiv to specify a distribution over partitions (topic 

assignments). In other words, we directly model  ∼ CRP(γv), see Figure 2  T                           γv 

                       y               w        D                  w     y                γv according to their 

context. The generative process of EMGAD is provided in Algorithm 1.  

 

 
Algorithm 1: The Generative Process of EMGAD 

 

3.3. Model Inference. The goal of model inference is to learn the posterior distribution of latent 

variables, which can further be extended for the anomaly detection.  In the proposed MGAD model, The 

complete joint likelihood of data and latent variables can be written as follows:    

 
Given the likelihood, directly deriving the posterior distribution of latent variables is difficult, since the 

CRP process is non-parametric with infinite mixtures. Therefore, we adopt the collapsed Gibbs sampling [14], 

one Markov chain Monte Carlo (MCMC) sampling algorithm, for inference. Compared with the standard Gibbs 

sampling method, the collapsed Gibbs sampling is fast by alternatively integrating out some variables while 
sampling another variable. In each iteration, the inference procedure consists of four steps as follows.  

Step 1: Sampling group assignment C.  

For each instance i, according to the conditional independence principle, the posterior distribution of 

group assignment Ci can be given by marginalizing paramete           θ     π         w :  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Step 2: Sampling topic assignment T .  

We also perform a collapsed Gibbs Sampling method to infer latent variables. The inference procedure 

of EMGAD is similar to MGAD model in which four steps are needed. There are same forms for the inference 

of posterior distribution of group assignments C and topic assignments T. The difference is that the posterior of 

 do not follow a Dirichlet-Multinomial distribution, but a CRP prior. 

 
      : U                 β  y   w T   

We consider the features in view v as observations and the aim is to estimate pa        βv for the topic-

feature distribution. By assuming a Gaussian distribution for        w    β                    y   x   z    

the likelihood  

 
Step 4: Update hyper-parameter    ∆   
With regard to the CRP concentration hyper-          α      conditional posterior distribution only 

depends on J, the number of distinct groups. It can be re-sampled by Metropolis-Hastings methods. In this paper, 

we adopt a standard technique [9].  

 

3.4. Group Anomaly Detection Criterion. In this section we present the group anomaly detection criterion, 

based on the learned MGAD model. After the process of model inference, latent variables including groups and 

topics, are allocated with specific values. According to Def.(1), group anomalies are those with rare topic 

mixing rates. Since there are multiple topic views, we examine every group in the perspective of all topic views 

and give them anomaly scores.  

 
The abnormal group will have a higher value. Since it is not straightforward to perform the integral 

calculation, we use the Importance Sampling, a Monte Carlo method using samples drawn from an approximate 

distribution. By alternatively computing anomaly score in every topic view, we rank groups by their anomaly 
score Sc in the perspective of all topic views.  

 

IV. PERFORMANCE EVALUATION 
4.1. Baselines. To the best of our knowledge, few existing models can be directly adopted to multi-

view group anomaly detection problem. Thus to evaluate the performance of our model, We design several two-
stages approaches that: (i) identify groups on groups views; and (ii) discover topics on topic views and detection 

anomalous groups. We compare the EMGAD model with the following three approaches[34]: MGAD, KM-

LDA and DP-LDA. 

 

4.2. Synthetic Datasets. In this section, we compare the EMGAD model and other baselines on 

synthetic datasets. We firstly introduce the generating process of synthetic data, as well as the anomaly injection 

strategy. Secondly we report the performance results on these datasets.  

4.2.1. Synthetic Data Preparation. We generate the synthetic datasets according to different type of 

views. Without loss of generality, we set the number of both group view and topic view to be one, i.e., U = 1 

and V = 1. Let J be the ground truth number of groups, K be the number of topics under topic view and IAP be 

the Injected Anomaly Proportion. Suppose the features under group view and topic view are both two-

dimensional vectors.  
We first generate the normal instances. Each normal group in the group view is generated from a 

Gaussian distribution. We randomly choose a mean vector between interval [0, 10] × [0, 10], and the covariance 

    Σ =  I2  w     I2                    y      x                               W   ample instances for each 

group by different means and covariance and every group with at least 20 instances. We adopt the anomaly 

injection technique to derive the anomalous groups as in [30,32,34]. We define IAP as the Injection Anomaly 

Proportion, and then the number of anomalous groups is J ×IAP. We set a different topic mixing rate and 

generate features under the topic view for all J × IAP groups according to that rate. We evaluate the 

performance of different methods with three metrics, including Accuracy, False Positive Rate and AUC.  
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Figure 3. Performance of EMGAD vs. MGAD.  

 

4.2.2 Performance of EMGAD. Finally in the experiments of synthetic data, we evaluate the 
effectiveness of our proposed EMGAD model. EMGAD model can be applied to scenarios when the number of 

topics under topic view is not explicitly known. We fix the number of groups J at 20, the injected anomaly 

proportion IAP at 0.2, and test its performance by varying the number of topics K from 2 to 6. We also generate 

100 synthetic datasets for each K and demonstrate the results by average Accuracy, False Positive Rate and 

AUC in Figure.3. Note we only compare EMGAD model with our MGAD model since MGAD performs 

distinctly better than the baselines. We set initial value of concentration para      γ =             CRP         

under topic view. From Figure.3 we can see that the EMGAD model achieves a similar performance with 

MGAD, namely, their difference is very small and both outperform the baselines. The reason is that the 

mechanism of CRP process has the ability to find new topics and the rest of the model is similar with MGAD. 

Note that the false positive rate of EMGAD is slightly higher than MGAD(K = 3, 4, 5), because once the 

number of topics are estimated inconsistent with the true number, some groups with influenced topic mixing rate 

may interfere the anomaly score calculation. We recommend EMGAD model when the number of topics of 
some topic views is not known before the anomaly detection process.  

 

4.3. Real World Datasets. This section of experiments is to study the performance and utility of 

proposed models on real world datasets. We first implement tests anomaly detection performance on two public 

datasets by anomaly injection technique.  

There are lots of real-world multi-view datasets that have two views: a correlation view and a content 

view, such as the scientific publications and web pages, to name two. Thus we study our models on two 

representative public datasets1 of such type. The first dataset is Cora, which consists of 2708 Machine Learning 

papers. Every paper is from one of seven topics, namely Case Based (CB), Genetic Algorithms (CA), Neural 

Networks (NN), Probabilistic Methods (PM), Reinforcement Learning (REL), Rule Learning (PUL) and Theory 

(TH). Each publication in Cora is described by a bag-of-word vector with 0/1-value indicating the 
absence/presence of the corresponding word from the dictionary. For the correlation view it consists of 5429 

links indicating the publication citations. The second dataset is called WebKB, which is a hypertext dataset 

collected from four universities in the USA. For each university there are pages of five topics: Course, Student, 

Faculty, Project and Staff. There are totally 877 web pages including 1608 links in this corpus. Each page is also 

described by a bag-of-word vector with 0/1-value.  

T                                         ‘         ’                                  T    w      y 

different models to infer the group and topic assignments distributions, as well as computing the anomaly score 

for all detected groups. For every sub-dataset, we rank the groups with respect to their anomaly scores, and by 

their anomaly proportion, treat the top groups as the detected anomalies. Table 1 and Table 2 show the average 

accuracy and false positive rate of four different models respectively. 

4.3.1. Anomaly Detection Performance.  
 

Table 1. Group Anomaly Average Accuracy. 
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Table 2. Group Anomaly False Positive Rate. 

 
 

From Table 1 and Table 2 we can see that the performance of all models degrades heavily compared to 

the results of synthetic datasets. This is because of the complex and high dimension of features in both group 

and topic views. The performance of WebKB is worse than Cora since there are less normal groups to 

differentiate with anomalous groups. But EMGAD is almost superior to other baselines models for different 

sub-datasets. For example, EMGAD promotes the average accuracy of all tested sub-datasets by approximately 

5% and 4%, compared to KM-LDA and DP-LDA.  
 

V. CONCLUSION  
In this paper, we propose a non-parametric generative multi-view group anomaly detection model, 

named EMGAD. With this model, inconsistent groups or topics in different views are connected and learned 

simultaneously. To endow our model with robustness of group generation, we introduce the CRP prior into 

EMGAD, and propose an effective algorithm for model inference. Finally, we devise a novel anomaly detection 

criterion to the inference results based on cross entropy principle.  
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