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Abstract 
Summarization is the act of presenting the most significant information from an entire work like movie, audio, 

and text. Movie Sequences Summarization consist of meaningful representation of a movie which mostly 

enhance effective browsing of large movie collections as well as providing fast content accessing and indexing. 
In this paper, the propose system is targeted at summarizing Nollywood movie sequences by using a modify 

Recurrent Neural Network model. Long short-term memory (LSTM) and Bi-directional Long short-term memory 

(Bi-LSTM) were employed for the enhancement of recurrent neural networks model. The proposed model can 

condense huge movie and deliver an accurate but brief information about a movie in less time. A custom dataset 

for Nollywood movie was design following the full protocol of TVsum dataset. 

Keywords: Summarization; Movie; Dataset; Nollywood; Model; Long short-term memory; and Bi-directional 
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I. Introduction 
Automatic Summarization in general is currently being described as most challenging and interesting 

problems in the field of Natural Language Processing (NLP). The increasing volume of movie data makes 

analysis task difficult. Browsing tools are very demanding for the users to obtain a quick information about the 

movie content. 

The application of movie sequences summarization model to Nollywood movie industry in place of 

movie previews to predict the genre of the movie is not just an interesting computer vision problem to solve, but 

also has extended benefits to stakeholders and decision makers in the industry such as: (i) automatically tagging 

the genre on content-hosting websites like YouTube and others; (ii) to reduce viewing time, (iii) when 

categorizing movies, summarization make selection process easier, (iv) automatic summarization improves the 

effectiveness of indexing, (v) automatic summarization algorithms are less biased than human summarizers, (vi) 

Personalized summaries are useful in question-answering systems as they provide personalized information [1]. 

Movie sequences summarization task aims at browsing a set of frames or segments from a visual 

sequence which contains most significant and informative movie scenes across the entire sequence. Not only is 
summarization useful for efficiently extracting the substance of data, it also serves many other applications such 

as video indexing [2], video retrieval [3], and anomaly detection [4]. 

The Nigerian movie industry called Nollywood is the second highest revenue earner in present day 

Nigeria. The twenty-first century Nigerian movie industry (Nollywood) produces approximately 2,000 movies a 

year, which arguably places it in third place on the global movie ranking. Thus, stakeholders in the movie 
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industry are overwhelmed with an enormous and increasing amount of movie information, which often makes it 

very difficult to management, search, and retrieval of specific content. The arrangement of Nollywood movies 

according to their respective categories and subject matter is extremely important when searching for a specific 

movie. Currently, this categorization in Nollywood movie industry is dependent on movie preview or trailers. 

Movie previews are intended to get the target audience excited about seeing a movie at the 

cinema. Movie trailers are growing more important in the marketing of films because in the past they were 

typically confined to theaters and screened during the previews for upcoming attractions [5]. Currently, the 

existing process of making movie preview in Nollywood goes through almost a manual process by the movie 

producers with rigorous steps. The existing process of movie preview for Nollywood movie industry is highly 

unreliable in application and hence a better way is required to create a summarized representation of the movie 
that is easily comprehensible in a short amount of time.  

The abstractive summarization has great potential for generating a high-quality summary by using 

sequence-to-sequence (seq2seq) modeling [7]. Sequence-to-sequence modeling, a recurrent neural network 

model, takes a sequence of movie as input and generates a sequence of movie as output. The encoder–decoder 

architecture of the seq2seq model can be implemented by an RNN framework called long short-term memory 

(LSTM) [8]. It has been successfully applied to a variety of NLP -based problems like machine translation, 

headline generation, video summarization, and speech recognition.  

In this research work, we intend to focus on how to modify Recurrent Neural Network (RNN) with the 

ability to understand how the task of movie sequences summarization are done. Recurrent neural networks 

represent an important class of machine learning techniques that are specialized for processing sequential data 

[6].   

The expected output of the summary is usually made up of a set of video clips which is an abstract of 
the original video with some editing process. The main reason for movie sequence summarization is to speed up 

browsing of a large collection of movie data, and achieve efficient access and representation of the video 

content. By watching the summary, users/stakeholder can make quick decisions on the usefulness of the video.  

 

II. Related work 
Video or movie summarization task has been studied for about two decades. During these years, many 

approaches have been developed by exploring cues ranging from low-level visual inconsistency, attention [9] to 

high-level semantic change of concepts [10] and entities in videos [11]. However, most of these studies focus on 

unsupervised leaning technique. Recently, the research focus has been extending to supervised learning 
approaches [12] and [13], which aims at explicitly learning the summarizing capability from the human labels. 

Supervised approaches have always produced better performance than unsupervised ones.  

In the past few years, the Recurrent Neural Network (RNN) – a type of neural network that can 

perform calculations on sequential data (e.g. sequences of words) – has become the standard approach for many 

Natural Language Processing tasks. In particular, the sequence-to-sequence model with attention [14]. 

One of the researches done by [15] pioneered the application of LSTM for supervised video 

summarization to model the variable-range temporal dependency among video frames to derive both 

representative and compact video summaries. With the propose method the authors was able enhance the 

capacity of the LSTM with the determinantal point process which is a probabilistic model for diverse subset 

selection. Zhang et al. [15] develop a bidirectional LSTM to predict the probability of each shot to be selected. 

Furthermore, a hierarchical architecture of LSTMs is constructed to deal with the long temporal dependencies 
among video frames [16]. They were limited in capturing the video structure information, because the shot was 

obtained by fixed length segmentation. 

In another work [17] the author constructed a deep rank model relying on two CNNs .ie., AlexNet [18] 

and C3D [19] stitched with two Multi-Layer Perceptron (MLP) behind their final pooling layers. With frames or 

subshots as input, the deep rank model produce a ranking score. Normally, a higher score indicates higher 

probability of that frame or subshot to be chosen as summary. LSTM is employed in [20] to model the video 

sequence and rank the video subshots, which has achieved the state-of-the-art results in video summarization. 

However, to address the weakness in long temporal dependency, the input sequence to the LSTM is created by 

the mean uniform sampling of frame features, which will advocate for inevitable information loss. Actually, the 

proposed approach in this research is essentially developed to solve this problem. 

The essence for applying recurrent neural networks to enhance movie sequences summarization is due 

to several factors. Firstly, it is a theoretical possibility to approximate arbitrary functions by using recurrent 
neural networks [21]. Secondly, it is the simplicity with which the learning process scales. Inverse learning 

algorithm error propagation makes it easy to read the gradient of the loss function by model parameters and do it 

in parallel. Thirdly, the growth of computing power scalability of learning processes would not cost anything if 

it were not for the ability to scale all the computations. 

https://www.mdpi.com/2073-8994/11/10/1290/htm#B6-symmetry-11-01290
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In this research, we will analyze in details the current methods of enhancing recurrent neural networks 

(RNN) to be apply in selecting a few frames that are deemed useful for a summary based on the information that 

they are conveying from the original movie, and also propose a number of new algorithms that solve this 

problem more efficiently. 

 

III. The propose Method 
Our propose method is made up two distinct layers RNN model, the first layer is an LSTM that tailored 

toward shots segmentation, the second layer Bi-LSTM to exploit the inter-subshot temporal dependency and 
ascertain whether a particular subshot to be included in the summary or not. 

The proposed method is an unsupervised movie summarization, where a smaller number of frames are 

selected from the original movie on the basis of threshold value. The method is demonstrated in the following 

stages: The first stage is input the movie file. The second stage is splitting the input movie file into frames (f1, 

f2,…fn). The third stage is movie processing that entails key frames extraction on the basis of threshold values. 

In achieving the third stage we employ a machine learning approach where the machine is train with some 

distinct features that identified an interesting frame to be selected to the summary. The classification of the 

trained features is then fed into our modified recurrent neural networks (RNN) to apply in selecting a few 

frames that are deemed useful for the summary based on the information that they are conveying from the 

original movie. The final stage is the output of the new summarized movie. The diagram below (Figure 3.1) 

shows the overall framework of the proposed method. 

 

 
Figure 1: framework of the proposed method 

 

The typical RNN should work efficiently in sequence modelling. However, it is really difficult to train 

due to gradient vanishing problem. LSTM is designed to address this issue, which is the most popular option of 

standard RNN. Specifically, LSTM is an extension from standard RNN with an extra memory cell, which is 

applied to selectively memorize the previous inputs. This variant of LSTM constitutes the first layer of our 

model. 

The second layer of RNN model is the Bi-directional LSTM (Bi-LSTM), which is composed of a 

forward and a backward LSTM. Bi-LSTM is then employed to exploit the inter-subshot temporal dependency 

and ascertain whether a particular subshot is valuable to be a key subshot or not to be included in the summary. 

The bi-directional LSTM is made up of a forward LSTM and a backward LSTM. The main advantage between 
them is that the backward LSTM operates reversely. The two layers exploit the intra-subshot and inter-subshot 

temporal dependency, respectively, and the output of the second layer is utilized to predict the confidence of 

each subshot to be selected into the summary. The motivation for formulating the proposed framework is to 

improve its potential to handle long-range temporal dependency of the movies in other to address the peculiar 

needs for automatic Nollywood movie sequences summarization.   

 

IV. Dataset 
To the best of our knowledge there is no publicly available dataset suitable for the purpose of automatic 

summarization of Nollywood movie sequences. We therefore collected a new data sample from YouTube, 
Netflix and IROKOTV in line with a benchmark dataset Title-based Video Summarization (TVSum) to create a 

custom dataset for Nollywood movies summarization. TVSum is a benchmark dataset that is employ for movie 

sequences validation summarization techniques [23]. Our Nollywood custom dataset is therefore design 
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following the full format of TVsum dataset and it’s imbedded into the original TVsum dataset to be use for the 

training of our model. 

 

4.1 Nollywood Movies Custom Data pre-processing 

A preliminary processing of data in order to prepare it for the primary processing or for further analysis 

is carried out at this stage by utilizes existing tools and methodologies employed by TVsum. Firstly, a full 

Nollywood movie file is automatically divided into a set of shots and scenes, where high-level visual and sound 

features are annotated manually for each shot. The high-level visual features especially the semantic concepts 

chosen by considering their frequency of occurrences within the domain of movie and their ease of detection 

using a machine learning classifier. Visual features such as semantic event/actions are annotated manually. 
Speech transcripts of each shot are selected using Fast Forward Moving Picture Expert Group 

(FFMPEG). Movie shorts contain spoken content as audio data along with their starting and ending timings in 

the corresponding movie sequence. Since a movie is segmented into a set of shots based on the visual properties 

of the movie, audio sound in movie shorts have the same starting and ending timings with the shorts. As such, 

speech transcripts of each shot are synchronized with the video frames. 

 

4.1.1 Steps for creating a Nollywood custom dataset 

i. Collect data:  Nollywood movie files of deferent genres were collected from YouTube and IROKO TV. 

ii. prepare data: Take sample shots from each video files collected 

iii. Annotate or label data: The movie data was annotated in deferent ways of annotating video data based 

on interest: highlighting objects of interest in video frame and labelling them. 

iv. export the annotated data into a file format (eg. JSON, TSV, CSV or txt etc) 

v. create an ML model. 

vi. used the prepared dataset to train the model.  

vii. validate and test model. 

 
Figure 2. Sample data for Nollywood custom dataset 
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Figure 4.3:  Nollywood custom dataset description 

 

 
Figure 4.4:  Nollywood custom dataset annotation 

 

We selected 10 categories from the TRECVid Multimedia Event Detection (MED) task [24] and a 

collection of 13 Nollywood movies (5 Drama, 4 Actions, and 4 Comedy category) from YouTube, Netflix and 

IROKO TV using the category name as a search query term. From the search results, we chose videos using the 

following criteria: (i) under the Creative Commons license; (ii) duration is 2 to 10 minutes; (iii) contains more 

than a single shot; (iv) its title is descriptive of the visual topic in the video. We collected videos representing 

various genres, including drama, comedy, action. This composition gave us a custom dataset that was impendent 
into the pre-train TVSum dataset following the same file format, frame size and others in order to suit our 

purpose. 

 

V. Limitation 
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The major limitation of this research work would border on time, finances and availability of 

previously research work aim at developing the Nollywood movie industry.  The memory requirement on 

specific devices for training and evaluation our model will also post some limitation. The propose solution to 

this problem is an online Graphics Processing Units (GPUs) Google Colab that was adopted to significantly 

accelerate the training process of our machine learning model.  

The framework is not intended for special-purpose video summarization such as security/surveillance 

due to the difference in focus of such applications video summarization in the surveillance field focuses more on 

the detection of certain suspicious events than on user satisfaction.  

 

VI. Conclusion 
In this work we proposed a novel recurrent neural network model for the summarization of Nollywood 

movie sequences. Our framework adopted the combination of both LSTM and Bi-direction LSTM as an 

effective solution to the classification problem for a large number movie frames. Our LSTM layer was created 

to establish a sliding operation that enables short LSTM to process long videos. This act is expected to avoids 

long temporal dependency exploitation among thousands of frames, which can moderate the problem of 

vanishing gradient. While the bidirectional LSTM jointly captures the forward and backward information in 

frame sequence, which can detect the shot boundary effectively. 

In order to achieve accurate and precise Nollywood movie summaries we created and added a custom 

dataset to TVsum dataset. This became necessary due to the fact that existing benchmark datasets do not contain 

Nollywood movie data frames that could be used for our model training in order yield good prediction for 
Nollywood movie summarization. 

The full implementation of our framework shall produce an automatic Nollywood movie sequences 

summarization model that would be capable of generating a short and fluent summary of a longer movies, which 

shall mine appropriate information from the input movie to utilize the relevant information faster. 
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