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Abstract: The application of Reinforcement Learning to real-time, rapidly changing situations has produced 

unpredictable outcomes over time. This is due to the inherent nature of such environments, where there is often 

a lack of the vast number of datasets needed to guide learning agents, and even such data as can be found is 

frequently unstructured. A possible answer to these problems is the combination of RL with environment 

simulation. In this research, a solution to such issues has been proposed; M-QL.  M-QL, a modification of the 

classic Reinforcement Learning Algorithm; Q-Learning, has been used as a technique for an Adaptive Training 

System that operates the console in an Oil and Gas Fractional Distillation Tower. The algorithm was designed 

to initialize the Q values of a learning agent with a Base policy that was trained using a small dataset obtained 

from the environment, which in turn was used to simulate various environmental situations to which the agent 

has to respond and control. Results showed that by using M-QL, the number of episodes required for training 

the agent, as well as running time were reduced by an average of 26% compared to Q-Learning. Varying the 

learning rate for both techniques also showed that this rate remained consistent, with M-QL maintaining an 

advantage over Q-Learning, even though the number of episodes and execution time decreased in both 

instances. 
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I. Introduction/Background 
Reinforcement Learning is a type of Machine Learning Algorithm in which the learning agent is 

deployed to and exists in an environment which has different states. These states can be perceived by the agent 

and result in it taking various actions. These actions bring different rewards and also change the state of the 

environment. Thus, through a process of trial and error, the agent learns behaviours that lead to optimal actions 

and result in maximum rewards. [7]. 

Reinforcement Learning has been useful in various areas such as recommender systems, computer 

systems, energy, finance, healthcare, robotics, and transportation. [15] 

Even though it is used in a number of systems, one of the challenges unique to Reinforcement Learning 

is determining the ideal balance between exploration and exploitation. The agent has to exploit what it has 

experienced within the environment in order to get a reward, but it also has to explore more of the environment 

in order to take better actions in the future. This requires planning, analysing the interaction between the plan 

and real-time environmental states and agent actions, as well as proper design of environmental models.[23] 

[25]. This makes Reinforcement Learning very suitable to be enhanced by the addition of Simulation. 

Simulation is used to predict the behaviour of a system or process in a particular situation. In Computer 

Science, Simulations are equation-based programs that explore the approximate behaviour of a mathematical 

model. Typically, Simulation consists of two phases: Model Generation, where a deductive model is identified 

and Model Application, where the model is used to create simulation results. This is particularly useful for 

Reinforcement Learning because it provides additional training data in a controlled environment, as well as 

modelling real-time state changes in the environment. [20][29]. 

Q-Learning is a Reinforcement Learning Algorithm that assesses the quality of an action that is taken 

to move to a state, rather than the value of the state. It was developed by Chris Watkins at Cambridge University 
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in 1989. It is used in circumstances where there is insufficient knowledge of the dynamics of a real-world 

environment.  

The ‘Q’ in Q-Learning stands for Quality. The quality being looked for in the algorithm is an 

evaluation of how useful an action is in aim of gaining a reward, as the agent moves from one state to another. 

The basic Q-Learning procedure comprises of initializing the Q Table with a set randomly chosen set of base 

values. The learning agent then choses and performs an action out of the possibilities presented, measures how 

much that action moved it towards the desired goal and then updates the Q Table. These steps are repeated until 

it reaches the required goal state or a condition for episode termination is met. [30] 

A Q-Table is a data structure used to calculate the maximum rewards for each state, using the Q-

function. It is made up of x number of columns, which represent the actions that can be taken and y number of 

rows, which represent all the possible states in an agent’s environment. Each intersection between columns and 

rows represents the Q-value reward of taking a particular action at that particular state, denoted as Q(s,a). 

The Q-function is the equation used to update the Q-Table. It is derived from the Markov Decision 

Process (MDP), The Bellman State value equation and the concept of Temporal Difference (TD). It contains 

both the current Q-Value, immediate past Q-Value, best Q-Value compared to all Q-Values derived thus far and 

the Reward function and states as well as the Learning Rate and Discount Factor.[9][17][28] 

Q-Learning is widely used but lacks the ability to estimate values for unexplored states, this can lead to 

errors in approximation that can cause the agent to choose sub-optimal actions. [3]. 

 

II. Materials and Methods 
In this work, developing the model required the study and use of the following factors. 

 Fractional Distillation Tower Concepts:The Distillation Tower is the first and most important step in 

the crude refining process. Crude oil is basically made up of various hydrocarbon components that are mixed 

together. These components have different sizes, weights and boiling temperatures. The crude oil is heated and 

fed into the Distillation tower, and as the vapours progress up the tower, the components cool down after 

passing through trays, each at its own boiling point. At each tray, the separated component is siphoned out to a 

storage chamber or taken for further processing (condensing, cracking, unification or alteration). At the top of 

the tower, gas is either collected or flared. All these processes are usually handled by highly trained Operator 

Technicians in a control room. A typical Distillation tower is shown in Figure 1 below: 

 

 
Figure 1:  Fractional Distillation Tower 

 

 Input Specifications:The proposed system is using simulated scenarios to evaluate its performance in 

handling the distillation process. The system requires data derived from real life oil refinery operations, as a 

basis for beginning the simulations, which can then be modified using GAN and Q-Learning. 

The initial data can be obtained from operational equipment sensor readings within a Distillation Tower unit in a 

refinery. These sensors typically give readings on various conditions including: 

- Feed Volume: This is the volume of crude flowing into the Distillation Unit over a period of time. 

- Distillation Unit Temperature: This is the temperature within the Distillation Unit, ranging from hottest 

at its base, where the temperature control furnace resides, to coolest at the top, where gases are released (flaring) 

- Distillation Unit Pressure: This is the measurement of pressure within the Distillation Unit, which is 

very important because too little pressure slows down the refining process, while too much results in gas flaring. 

The input information for the proposed system will be restricted to these measurements, so as to limit the 

number of environmental states being modelled within the simulations. 

 Q-Value Specifications:The State space will be represented with 3 values for each of the 

measurements of Volume, Temperature and Pressure which will designate of they are too little (0), Acceptable 
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(1) or too much (2), in a tuple Si = {V, T, P}. For example, S1 = {V1, T0, P2}.This will give a total of 84 States, 

describing the current environment state of the simulation at any time.The Action space will be defined with 2 

values, describing an action to either reduce a state measurement (A0), or increase it (A1).The Reward Function 

will be defined as R{V,T,P} where the score for the complete set of states at any given time will be as follows: 

R{1,1,1} = +15 

R{0,0,0} = -10 

R{2,2,2} = -10 

R{Every double ‘1’ State} = +5 

R{Every double ‘0’ State} = -2 

R{Every double ‘2’ State} = -2 

R{Every other State not included in 1 – 6 above} = 0 

Likewise, the conditions for episode termination will be given as: 

100L Volume distilled. 

Reward Score = -50 or less. 

 System Architecture: 

 

 
Figure 2: System Architecture 

 

 M-QL: 

In order to make use of the inherent information gathered by simulation, a modified version of Q-Learning, 

called M-QL was used for the Q-Value update. The M-QL Algorithm is given below: 

1: Input initial data set D (s,a,r) 

2: Extract Base Policy P0(s,a,s′) from D 

3: Use P0 to initialize Q(s, a) 

4: for each episode do 

5: Initialize s 

6: for each step of episode (until s is terminal) do 

7: Choose a from s using policy derived from Q (e.q. ϵ-greedy) 

8: Take action a, observe r, s′ 

9: Q(s, a) ← Q(s, a) + α[r + γ ・maxa′Q(s′, a′) − Q(s, a)] 

10: s ← s′ 

11: end for 

12: end for 

 

III. Results & Discussion 
Table 1:Q-L and M-QL Learning Efficiency Comparison 

 ALGORITHM MQL  MQL QL QL  

Learning Rate 
No. of Episodes 
until Optimal 

Policy 

Run Time 

(minutes) 

No. of Episodes 
until Optimal 

Policy 

Run Time 

(minutes) 

0.5 2362 199 3232 269 

0.6 2084 174 2844 237 

0.7 1941 162 2591 215 

0.8 1475 123 2015 167 

0.9 1250 104 1680 140 
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Figure3: Graph Comparison of Learning Efficiency of M-QL with Q-Learning 

 
 

IV. Conclusion 
Q Learning uses significant time and computational resources for appropriate exploration and has 

difficulty producing consistent outcomes when used in environments that change at a rapid pace. This study 

aimed to show that effects of the application of Simulations scenarios based on datasets applied to Q-Learning 

to change it into M-QL. This has led to an increase in performance as shown by such indicator as the reduction 

of run time and increase in Learning efficiency. Further enhancement by using two learning agents within a 

training scenario, with each agent sharing experiences should be explored. 
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