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Abstract:In modern era, machine learning has become pivotal for the diagnoses of different cancers. It has 

proven its effectiveness with the highest classification accuracy for breast cancer detection and diagnosis. In this 

work, we used five different classifiers for breast cancer which includes: Artificial Neural Network (ANN), 

Random Forest (RF), K-Nearest Neighbor (KNN), Support Vector Machine (SVM) and Logistic Regression (LR) 

that are implemented on Wisconsin Diagnostic Breast Cancer (WDBC) dataset. The goal of this comparative 

study was to identify the most reliable machine learning algorithms with optimized dataset that could serve as a 

best diagnostic tool for breast cancer. Feature selection plays a significant role for diagnostic tool. For the data 

analysis heat map is used for the selection of features that have less similarity and more uniqueness. The proposed 

hybrid approach use best of the classifiers for the reduction of features in Support vector machine (SVM) because 

SVM can be used for superior accuracy with minimum features and less computation time. Comparative analysis 

of these algorithms is done on the basis of Recall, Precision, F1_score, Error rate, and Specificity. In broader 

perspective, this can be useful enough for medical practitioners to make right decisions.  
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I. Introduction 
The breast cancer death rate is relatively high, Over 1.5 million women worldwide are affected by breast 

cancer each year, according to the World Health Organization. 570,000 women died in 2015 from breast cancer, 

which is around 15% of all cancer-related deaths in women. In America, there are estimated to be 40,610 breast 

cancer deaths in 2017 and 252,710 newly diagnosed cases. In Asia, Indian and Pakistan has one of the highest 

rates of breast cancer, with 90 000 cases recorded annually and a death rate of over 40,000. By using proper 

screaming and diagnosis techniques early on, before serious physical signs started to appear on the body, the death 

rate from breast cancer can be decreased. Breast cancer detection methods have included using ANN, Support 

vector machines (SVM), and other methods(Abbas et al., 2019). The most popular and highly successful method 

for the early identification of breast cancer is mammography. Even extremely slight changes in the body are 

picked up by it. Mammograms are examined by medical professionals, who may advise a biopsy if anomalies are 

discovered. Breast cancer is typically found through a biopsy, which is an expensive, time-consuming, and un-

pleasant process. At this point, the radiologist's advice is crucial; otherwise, the patient would have to undergo an 

unneeded biopsy. By automating this analysis, the radiologist can increase the accuracy of his diagnoses; such a 

system can act as a second reader. The classification of mammograms into their appropriate classes, such as 

benign (not damaging to the body and does not spread to other parts of the body) or malignant, is made possible by 

a breast cancer detection system based on AI employing mammography pictures (cell spreads to other part of the 

body and cause to death). For this reason, machine learning approaches may replace some difficult manual tasks 

performed by doctors, such as text and speech processing used to identify emotions in healthcare workers and 

their reactions. According to research, a patient's emotions can best be used to gauge their health and provide 

better results in the future(Azavedo et al., 2012).  

Seems to be the communal cancer in women is breast cancer (BC). Breast cancer has strong prevalence 

and death rate. According to current cancer figure new cases register are 25% and death rate is 15%(Bargalló et 

al., 2014). As per international health organization this is 8.8 million of death worldwide per year triggered by this 

disease. Cancer is responsible of many deaths Americans society has reported that cancer rate is increase about 
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39% from 1989 to 2015. Breast cancer is higher number of cancer deaths in Malaysia also. Approximately women 

in Malaysia are at the risk of 5% and records show that united states are at the risk of 12.5 percent.Breast cancer is 

top cancerous growth in Indian and Pakistan regions. Based on current report the main three malignancies in both 

age rangesof all sexes mixed were breast cancer, leukemia of lip and oral cavity cancer. In 2017 40,000 people 

died of breast cancer and 90.000 additional cases were reported in same year. Genetic inclusion, life style and 

environmental influence is most common reason of breast cancer which may affect about 8 to 9 women in India 

and Pakistan(Broeders et al., 2012). 

Breast cancer is still taking the highest death toll even in advance countries. An efficient algorithm or 

combinations of algorithms have to be found to detect breast cancer, with higher accuracy and precision. Another 

problem is to keep the noise low while finding sufficient features and a sufficient sized dataset. Making dataset 

extensive may cause learning efficient and adding more to experience, same happens with adding more features 

but this may bring lot of computational overheads and issues related to accuracy. Another required characteristic 

in the propose technique is a certain level of accuracy, precision, recall and reliability, so the proposed algo-

rithm/technique can be deployed successfully at lab scale. Women have a very high probability for being infected 

by breast cancer but mostly undetected. The origin of this condition relies on several variables and cannot be 

easily determined. In comparison the diagnoses process that decide whether the cancer is benign or malignant 

involve an exceptional amount of work on the behalf of doctors and physicians and number of evaluations are 

included such as size of cell and its uniformity, clump thickness may often create an issue for the doctors. In 

addition, this has led to an increase in the usage of machine learning classifiers and comparing it as study tool. 

Advanced recovery rooms often rely on eligible devices on the other side using other aspect of artificial intelli-

gence to call breast cancer is not unacceptable it has been confirmed that breast cancer is prevalent cancer that is 

affecting the girls and women . The main goals of doing this research are: 

 Finding an adequate set of features for the selected classifiers to improve the detection of breast cancer.  

 Finding a suitable dataset which can be used for accurate cancer detection with less computational over-

heads.  

 Computing recall, Fl score precision and accuracy for reliable detection process using reduced features 

while having sufficient level values required for the breast cancer detection.  

 Analysis of classifiers (as in objective 3) with reduced features for quality objectives.  

This work is organized as follows: Section 2 contains the literature review. Section 3 presents the methodology of 

the study. Section 4 discusses the results. In last, the conclusion and future work is described in section 5. 

 

II. Literature Review 
Screening used for breast cancer symptoms detection in women's, different techniques and tools used for 

breast cancer detection such as Mammography and Medical Breast.Test, this analysis is done by health profes-

sionals(Bunkhumpornpat et al., 2009). In Data Science, different methods used for the prediction of various 

cancer and is the best approach for detection (Casal-Guisande et al., 2022). Machine learning is consistent with 

tools utilized for the design and valuation of algorithms that simplify prediction, pattern recognition, and classi-

fication. Machine learning contains four stages(Cerqueiro-Pequeño et al., 2021). Collections of records choose the 

model, training the model, and testing the model. Machine learning methods used broadly for classification of 

breast cancer and predictions and Machine learning approaches are used for detection and diagnosing. In this 

survey, use three ML techniques Decision Tree, Random Forest, and SVM. For breast cancer ordering(Chawla et 

al., 2002). Use Wisconsin. breast cancer datasets, and use this approach to detect cancer and get the best accu-

racy(Smith et al., 2010). These classifiers also used to detect and examine breast cancer, so that the syndrome can 

be identified at a premature stage(Weber et al., 2016). The initial detection of symptoms of breast cancer is noble 

for health specialists and physicians to detect cancer at the initial stage and is helpful for patient’s recovery. Uses, 

Wisconsin datasets, which is, diagnose data and to present evolving actual machine learning techniques for ma-

lignance classification for malignance classification using three classifiers in a Wisconsin diagnose data 

set(Comesaña-Campos et al., 2020). In actually all of this effort done to automate the predictions of tumors with 

acceptable accuracy. In recent decade's breast cancer is the most frequently selected topic(van Bommel et al., 

2017). In data mining using machine learning is also detected but in Image processing using cellular automata 

predicts cancer with the help of CA methods and some image processing techniques such as noise detection and 

removal and spot detection on images of cancer. Same as in data mining breast cancer is projected and categorized 

with the aid of machine learning algorithms (Cunningham & Delany, 2020). 

A  brand-new strategy for detecting breast cancer that made use of the multi-layer perceptron, proba-

bilistic neural networks, and radial basis function as classification algorithms (Yue et al., 2018). This system 

calculates accuracy and productivity. For training and testing, MLP achieved accuracy of 97.80% and 97.66%, 

respectively(T. G. Debelee et al., 2020). The k-nearest neighbors (Taye Girma Debelee et al., 2020)algorithm is 

one of the most used machine learning algorithms. With the use of CAD, mammography techniques can be used to 

detect breast cancer and do so at an early stage. (Shler Farhad & Adnan Mohsin, 2021). More and more doctors are 
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using machine learning to aid in cancer diagnosis as a result of advances in computer power and the growth of 

associated big data in medicine in recent years.(Ogunleye et al., 2022). A mixture of statistics, probability, and 

optimization techniques are used by machine learning algorithms to enable computers to "learn" from the input 

and recognise patterns that are challenging for humans to perceive from enormous volumes of unstructured data. 

Machine learning can be used to assess cancer prognosis and recurrence in addition to cancer diagnosis. (Fenton et 

al., 2007).  

Predictive analytical techniques and artificial intelligence advancements in recent years have made it 

possible to apply quantitative testing, quantitative tests, and machine-learning procedures that use automatic 

processes for unbiased evaluations. In this paper, we propose a classifier for cancer illness prognosis and diag-

nosis that uses Support Vector Machines (SVMs) rather than Bayesian classifiers and Artificial Neural Networks. 

(Rimmer, 2017). The details of the breast cancer death application are laid forth in the study, along with the 

corresponding results for all the classifiers considered. With regard to both the prognosis and the diagnostic issue, 

a number of comparative application along with studies were carried out, proving the superiority of the proposed 

SVM algorithm in terms of sensitivity, accuracy, and precision(Fenton et al., 2013). The second leading cause of 

death for women worldwide is cancer. Early detection and screening are key to breast cancer prevention since they 

will increase clinical efficacy, preserve lives, and reduce costs because the disease's cause is unknown(Samulski et 

al., 2010). Ultrasound imaging 15 one of the medical devices most used to identify and diagnose breast anomalies. 

Computer-aided diagnosis (CAD) program is a powerful and useful tool for identifying and classifying breast 

cancer to reduce user dependency and increase diagnostic accuracy(Trister et al., 2017). This study sought to 

determine the accuracy of computer-aided detection (CAD) software in detecting cancer in breast cancer patients 

undergoing preoperative automated ultrasound (ABUS) and to assess the factors associated with false-negative 

results.(Fernandes et al., 2010).  

Isotonic separation is a linear programing method which is based on fundamental premises that tells 

weather the interpretation is correct and accurate or not. Many patients shows different symptoms which are more 

complicated using same dataset(Fusco et al., 2016). The most popular method which is used for diagnoses of 

cancer is aforementioned which examine the data and indicate the problem .researcher combine this method with 

machine learning technique for better prediction(Gilbert et al., 2008). Breast cancer using artificial neural network 

based on BRI-Rads Standardize Lexicon in 1995(Gromet, 2008). They achieve 89.00% with the help of Area 

under the curve technique on Wisconsin Dataset. They use 133 samples on both male and female, but the majority 

sample was female. They did this on the basis of two parameters which is benign and malignant(Jalalian et al., 

2017). Survey paper with four Algorithms SVM, ANN, RVM, ELM. In this they said that SVM and RVM are the 

best predictors all the time for breast cancer problem(Hupse et al., 2013). Research on breast cancer with the help 

of four algorithms of wachine learning names are. SVM, K-NN, Decision Tree, Naiive Bayes. The highest ac-

curacy achieved by SVM (97.13%). They use WEKA tool for data mining(Kooi et al., 2017). The primary goal is 

to evaluate the accuracy of data classification in terms of each category's efficiency and effectiveness in terms of 

accuracy, precision, sensitivity, and specificity(Kunar, 2022). Diagnoses and prognosis the breast cancer SVM, 

k-NN. Decision Tree and ANN (Lehman et al., 2015). The Iwo step SVM produced the highest result (99.10) with 

10 cross validations. Judge the two cases—benign and malignant—based on the results. Their main sources of 

information are the two benign and malignant breast instances from Wisconsin. Their main source of information 

is the Wisconsin Breast Cancer Database (WBCD), which serves as the standard-setting database for comparing 

the outcomes of various algorithms. Here, a dataset was analysed using statistical methods like cross selection and 

linear regression to learn more about the distribution and variation of the data(Litjens et al., 2017). 

Different machine learning algorithms for breast cancer on the basis of blood analysis data were used. 

Algorithms are SVM, ELM, ANN, KNN and hyper parameter Optimization. They use MATLAB environment for 

ELM classification and graphical representation. Here ELM is the highest achiever with 80% accuracy in 0.0075 

seconds time. Team members have discussed Breast cancer (Rimmer, 2017) with the help of picture data with 

CNN algorithm and SVM .SVM accuracy was 87.2%, but with use of AUC the accuracy was 94%. They mine 

their data with the help of pictures(Magny et al., 2022). Hybrid approach for the prediction of BC is used in Oct 

2018). They choose ANN, SVM, RF, and navie-bayes with PCA rule. They Analyze result on the basis of accu-

racy, sensitivity, specificity and prevalence .ANN is the highest achiever with 97% accuracy and 95% sensitivity 

and 98% specificity(Ogunleye et al., 2022). Cancer Survival Analysis Using Machine Learning in(Saleh et al., 

2011) with SVM, ANN, NB and DT .Feature selection is applied on the Wisconsin Breast cancer dataset. They 

proved that if we detect Cancer on stage 1 there is 99% chances of treatment and alive rate and if detect on early 

stage 4 there is 30% chance of living. ANN achieved 96% accuracy (Fernandes et al., 2010). The implication for 

the future of healthcare systems embracing ML and big data to detect cancer is that the combination of various 

techniques with multidimensional heterogeneous data, while focusing on feature classification and selection, is 

likely to produce more accurate results(Rimmer, 2017). 
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III. Materials and Methods 
This section contains the methodology of the study. 

 

3.1. Proposed Methodology 

In proposed work from (Figure 1) workflow Diagram describes the straightforward analysis. In this work we are 

using ANN+KNN+SVM+RF+LR for cancer detection with reduced of features. A supervised learning strategy is 

used while keeping accuracy, precision, Material and Methods score, recall well above the dataset with numerical 

are recall well above the required level of detection of breast cancer. We have attained a ut with numerical values 

of different examples and split the data into train and ratio of 20. In the order to test and train we use five classifier 

of machine learning: Artificial neural work (ANN). Random forest (RF), K-nearest neighbor (KNN), logistic 

regression (LR), Support vector machine (SVM). Feature selection is performed with the assistance of Python 

library Scikit -Learn with One Encoder. Then we trained model and took results and analyze with expected results 

and optimize them.  

 

Figure 1.Propose Methodology Diagram 

3.1. Data Collection 

 The dataset cast-off is available and remained bent by Dr. William H. Wolberg, doctor at the University Of 

Wisconsin Hospital at Madison, Wisconsin, United States of America. To generate the dataset, Dr. Wolberg 

formulate fluids tasters, occupied of women with dense breast tumors and extremely simple touse digital com-

puter application called Xevt. That effectively accomplishes cytological feature investigation focusing on a digital 

scan. The sequencer use a curve-fitting technique to determine the structures from each cell in the model, after 

which it analyses the extreme value, mean value, and standard error of each feature for the im-age, repeatedly 

iterating a 30 real-valued vector. The dataset includes 57 cases of benign tumours and 212 cases of malignant 

tumours. It has 32 columns, the first of which is a patient ID column. The remaining columns contain the tumour 

detection findings, which include whether a tumour is benign or malignant. 

There were no misplaced values in the dataset: information of dataset includes. 

1. ID of patient   

2. Diagnosis (M = malignant, B = benign)  

 

3.2 Feature Selection: 

During the analysis, the supervised method ANN+KNN+SVM+RM+LR is employed for feature selec-

tion. Automatic selection of data aspects that are most pertinent to the challenge of predictive modelling. Di-

mensionality reduction and feature selection are entirely independent processes.From (figure 2) Each strategy 
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asks for a decrease in the number of features in the dataset; however, dimensionality reduction methodology is 

utilised, creating new combinations of features; in contrast, feature selection technique accepts and omits 

attributes present in the data without ever modifying the attributes. Feature selection techniques produce a precise 

predictive model. The best or better accuracy will be achieved with less data by assisting in feature selection. The 

feature selection method can be applied to identify and remove. Algorithms for feature selection that are often 

used include wrapper methods, filter techniques, and embedding methods. Filtering technique: A statistical me-

thod for assigning ratings to each feature used in filter feature selection techniques. The characteristics are either 

chosen to be unbroken or excluded from the dataset and are organised hierarchically by the score. The approaches 

are often accurate and consider the characteristic multiple times, or with reference to the number of attributes. 

Wrapper approach Consider group selection and options as a search downside in this method when completely 

diverse features are ready to be measured and analysed with various combinations. A prediction model employs 

conventional evaluations to rank a variety of combinations and provide a score supporting pattern precision. 

Unlike a best first search, the hunt procedure is planned. It can use random hill climbing algorithms or heuristics 

like forward and backward to present and remove options. Another approach, known as the embedded method, is 

used to find the solution that improves accuracy and performance when the model is twisted. The most common 

approach is regularisation method, which is also known as the common form of embedded function. The regula-

risation technique, sometimes referred to as the penalization strategy, such as the bias model with reduced com-

plexity, imposes additional restrictions on the use of predictive algorithms. 

 

 
Figure 2. Feature Selection 

 

3.3 Data Analysis: 

We used various approaches of machine learning for data analysis such as principle component analysis 

PCA, which is a mathematical technique. use orthogonal transformation to turn series of information of theoret-

ically associated variables I nto a collection of linearly uncorrelated variables called PCA in which dataset is 

composed of a variety of variables linked to each other it can be large or tiny through keeping the variability 

present inside the dataset to the fullest degree possible identification is done by renovating variables to be the set 

of variables to be built original variables are present in initial variables when we continue to go down in sequence 

thus throughout this process the first key item is kept the main aspect are Manfred Eigen of covariance matrix, and 

thus orthogonal. The dataset of PCA methodology to be used will be distributed the findings are rather responsive. 

This technique is used for summarization of information imagine a wine bottles on a board each wine describes by 

its characteristics such as color intensity etc.Actually it is dimensional reduction technique which consists of 

related features. In the order to reduce large dataset and to be presented within few variable. Data analysis tech-

niques applied to correlate attributes gives better results. In this study, we used heat map which is old but powerful 

technique to find correlation between features. The key role of heat map is to detecting the similarity in the sample 

and identifying correlations and variation between individual attributes on the basis of thresholds value. After heat 

map was applied, highest correlated features were selected and other features which were less correlated we 

dropped them from dataset. We find correlation in two different threshold values.  

(1) We set threshold value 1.0  

(2) In second case, we set value 0.7.  

We find correlation among all features and most correlated features was dropped out from dataset. In above pa-

ragraph Heat map is used to find correlation and then on the bases of correlation features selected and rejected 

define 16 selected features ama dataset with thresholds value 1.0.  
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3.4 Train-Test Split: 

Machine learning data in most cases are broken down into either testing of data or training data or often 

into three practices, validate, and check. Makes our model fit to train the data. Test data is part of real dataset; 

algorithms are required to be trained. The model identified and learns from results, for testing o to the testing 

dataset. Testing of data is optimal standard used for validation the pattern s used to deliver an objective review of 

final model match to the testing dataset. Testing of data is optimal standard used for validation the pattern and 

used after the completion of model training.  

Dataset is divided into training, the validate check may be divided into two groups. Initially it depends on 

how large the overall amount of samples in the data. Secondly it checks particular depends on how large model 

that the user is training. Most of the models require powerful or significant data to train.in his scenario, one would 

be able to prepare with wide training sets. Some models can be easily validate and adjust and can reduce the size 

validation size moreover considering that model has several hyper parameter, and user demands for the validation 

which include large datasets. In this thesis the percentage of dividing dataset is 80 percent of trained data and 20 

percent of testing dataset 400 instances in dataset is of training dataset and 169 instances of testing. Training of our 

algorithms in machine learning is crucial. From 80 percent of research we hold 73 percent for training and 7 

percent for cross validation. The cross testing phase consist of splitting the data segment into complementary 

subset, conducing an experiment on one subset (training groups) evaluating an experiment on the other subset 

called testing of data. To minimize uncertainty, several rounds of cross validation are conducted using separate 

division of several methods and validation test are summed and tis round provide estimation of the model's pre-

dictive efficiency.  

 

IV. Results and Discussions 
Whole set of five machine learning classification algorithms are rummage-saleand K Nearest Neighbors, 

artificial neural network (ANN), Support Vector Machines (SVM), Random Forest, Logistic Regression 

(LR),Classifier have been practical on the dataset. For each experiment, the performance of the algorithms is 

measured using, Precision, F1 Score, Accuracy, Recall Specificity and error rate.   

 

4.1 Confusion Matrix of SVM  

We trained model with SVM algorithms and obtained result analysis done with confusion matrix. 

(Table 1 and table 2) explain confusion matrix and classification reportof SVM. 

 

Table 1. Confusion matrix of SVM 

 

 

 

 

 

Table 2.Classification Report of SVM 
Accuracy  Precision  Recall  F1_Score  Specificity  Error Rate  

98.24%  0.98  0.98  0.98  0.9850  0.0176  

 

4.1.1 Confusion Matrix of K-NN 

Accuracy of the k-NN is regulating with the help of Confusion matrix under the recall, precision, f1_score and 

specificity parameter. (Table 3 and table 4) explain K-nearest neighbor of Confusion matrix and and classification 

reportbelow here. 

 

Table 3.Confusion matrix of KNN 
 Actual Negative  Actual Positive  

Predicted Negative  67  0  

Predicted Positive  5  42  

 

Table 4.Classification Report of KNN 
Accuracy  Precision  Recall  F1_Score  Specificity  Error Rate  

95.61%  0.97  0.95  0.95  1  0.0439  

 

 

 

 Actual Negative  Actual Positive  

Predicted Negative  66  1  

Predicted Positive  1  46  
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4.1.2 Confusion Matrix of Logistic regression  

Logistic regression resembles a linear regression but the major difference is logistic regression when we want 

classification on the basis of Independent and dependent variable. (Table 5 and table 6) we evaluate the logistic 

regression generates the confusion matrixand classification reportwhich is shown below. 

 

Table 5. Confusion Matrix of LR  
 Actual Negative  Actual Positive  

Predicted Negative  65  2  

Predicted Positive  2  45  

 

Table 6.Classification report of LR 
Accuracy  Precision  Recall  F1_Score  Specificity  Error Rate  

96.49%  0.96  0.96  0.96  0.9701  0.0351  

 

4.1.3Confusion Matrix of Random Forest  

Another important algorithm in machine learning is random forest or we can say that it is backbone. Because it is 

performs in both classification and regression problems.(Table 7 and table 8) we useconfusion matrix and clas-

sification reportof the random forest. 

 

Table 7. Confusion Matrix of RF  
 Actual Negative  Actual Positive  

Predicted Negative  66  1  

Predicted Positive  2  45  

 

Table 8. Classification report of RF  
Accuracy  Precision  Recall  F1_Score  Specificity  Error Rate  

97.36%  0.97  0.97  0.97  0.9850  0.264  

 

4.1.4 Confusion Matrix of Artificial Neural Network  

Ann is stimulated by the humanoid mind. As same in the human mind, Ann has the same function. Here 

we have not Confusion matrix because in the ANN we have continuous value like regression so confusion matrix 

has not the ability to take both parameter binary and continuous that's why we use accuracy graph here.Other 

parameters remain as in the previous algorithms. (Table 9 and table 10) shows the clear picture of ANN accuracy 

and tells us that how much accurate and explain Confusion matrix of ANN.  

 

Table 9. Confusion Matrix of ANN 
 Actual Negative  Actual Positive  

Predicted Negative  67  0  

Predicted Positive  2  45  

 

Table 10. Classification report of ANN  
Accuracy  Precision  Recall  F1_Score  Specificity  Error Rate  

98.245%  0.98  0.98  0.98  0.9701  0.0175  

 

4.2 Comparative Analysis of ML Algorithms  

The objective of our thesis is done in this section to analyze the results of all implemented models. Here we will do 

a comparison on the basis of accuracy, precision, recall, f1-Score, specificity, error rate. To check the performance 

of a model the only accuracy is not a single parameter on which we focused. We want a perfect model which is a 

good predictor to get this kind of model we focus on different parameters which we discussed above. (Table 11) 

and (figure 3) show the clear results of all the a fall the Algorithms which we are implemented in this thesis.  

 

Table 11. Analysis of All Algorithms 
Algorithms  Accuracy  Precision  Recall  F1-Score  Specificity  Error rate  

SVM  98.24%  0.98  0.98  0.98  0.9701  0.0175  

k-NN  95.61%  0.97  0.95  0.95  1  0.0439  

LR  96.49%  0.96  0.96  0.96  0.9701  0.0351  

RF  97.36%  0.97  0.97  0.97  0.9850  0.0264  
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ANN  98.245%  0.98  0.98  0.98  0.9701  0.0175  

 

 
Figure 3.Accuracy and Precision comparison 

 

4.3 Model Performances with less Features  

Above models us the models use the whole dataset and use all the features which are 30. But in this section we 

measure the correlation between features and use those features that are unique and have less similarity. After 

finding the correlation the total features which we will be used in algorithms are16 instead of 30. We find a cor-

relation by using heatmap. The first picture defines the correlation of 30 features. Color bar defines the correlation 

between features or input data.  
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Figure 4. Heat map of 30 features 

 

This (figure 4) explains the possible featured at which algorithms will work in this figure 30 features are extract to 

work and dark area sows the feature that are used moreover light black area indicates the features that are subs-

titute.  

 

4.4.1 Confusion Matrix of SVM  

Confusion matrix is used for the measurement of our models how accurate are our models. Support vector ma-

chine performs both regression and classification. (Table 12) confusion matrix of SVM with less features shown 

below. 

 

Table 12. Confusion Matrix of SVM with Selected Features  
 Actual Negative  Actual Positive  

Predicted Negative  66  1  

Predicted Positive  2  45  

(Table 13) Classification report of SVM with 16 features are shown below here. 

 

Table 13. Classification Report of SVM with Selected Features  
Accuracy  Precision  Recall  F1_Score  Specificity  Error Rate  

97.36%  0.97  0.97  0.97  0.98  0.0264  
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4.4.2 Confusion matrix of KNN  

In the turf of machine learning and exactly the problematic of statistical classification, a confusion matrix, also 

identified as an error matrix. A confusion matrix is a bench that is frequently used to designate the performance of 

a classification model (or ―classifier") on a usual of test data for which the true values are known. (Table 14) 

Confusion matrix of KNN is shown below. 

 

Table 14. Confusion Matrix of KNN with Selected Features 
 Actual Negative  Actual Positive  

Predicted Negative  65  2  

Predicted Positive  2  45  

(Table 15)classification report of KNN with selected features:  

 

Table 15.Classification Report of KNN with Selected Features 
Accuracy  Precision  Recall  F1_Score  Specificity  Error Rate  

93.85%  0.94  0.93  0.94  0.97  0.0615  

 

4.4.3 Confusion matrix of Logistic regression  

Logistic regression is comparable to linear regression but the logistic is used for classification problem. (Table 

16)confusion matrix of logistic regression is shown below. 

 

Table 16.Confusion Matrix of LR with Selected Features 
 Actual Negative  Actual Positive  

Predicted Negative  65  2  

Predicted Positive  2  42  

 

(Table 17) explain Classification report of logistic regression. 

 

Table 17. Classification Report of LR with Selected Features  
Accuracy  Precision  Recall  F1_Score  Specificity  Error Rate  

96.49%  0.96  0.96  0.96  0.97  0.0351  

 

4.4.4 Confusion matrix of Random forest  

Random forest works on the basis of ensam bling learning. In this we make decision on majority base. (Table 18) 

explain Confusion matrix of random forest. 

Table 18. Confusion Matrix of Random Forest with Selected Features 

 Actual Negative  Actual Positive  

Predicted Negative  66  1  

Predicted Positive  5  42  

(Table 19) explain classification report of logistic regression. 

 

Table 19. Classification Report of LR with selected Features 
Accuracy  Precision  Recall  F1_Score  Specificity  Error Rate  

94.73%  0.95  0.94  0.95  0.98  0.0527  

 

4.4.5 Confusion Matrix of Artificial Neural Network  

 Ann inspire from biological neural network. It performs both regression and classification problem. Con-

fusion matrix of neural network is hard to plot because we have continuous value during testing and testing so 

binary plot is difficult. So we have (Table 20) explain Confusion matrix of ANN. 

 

Table 20.Explain confusion Matrix of ANN with Selected Features 
 Actual Negative  Actual Positive  

Predicted Negative  63  4  

Predicted Positive  1  46  

 

4.5 Comparative Analysis of ML Algorithms  

The objective of our thesis is done in this section to analyze the results of all implemented models. Here we will do 

a comparison on the basis of accuracy, precision, recall, f1-Score, Specificity, error rate. To check the perfor-
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mance of a model the only accuracy is not a single parameter on which we focused. We want a perfect model 

which is a good predictor to get this kind of model we focus on different parameters which we discussed above. 

The (table 21) shows the clear results of all the Algorithms which we are implemented in this thesis.  

 

Table 21. Analysis of All Algorithms with 16 selected Features  
Algorithms  Accuracy  Precision  Recall  F1-Score  Specificity  Error rate  

SVM  97.3%  0.97  0.97  0.97  0.98  0.0264  

k-NN  93.85%  0.94  0.93  0.94  0.97  0.0615  

LR  96.49%  0.96  0.96  0.96 0.97  0.0351  

RF  94.73%  0.95  0.94  0.95 0.98  0.0527  

ANN  96.61%  0.96  0.96  0.96 0.94  0.049  

Graphical Representation of All Algorithms with 16 Selected features is show in (figure 4) 

 

 
Figure 4. Comparison of algorithms on all quality measures 

 

Table 22. Analysis of All Algorithms with 16 selected Features 
Algorithms  Accuracy  Precision  Recall  F1-Score  Specificity  Error rate  

SVM  97.36%  0.98  0.97  0.97  1  0.0264  

k-NN  91.22%  0.92  0.90  0.91  0.98  0.0878  

LR  96.49%  0.97  0.97  0.97  1  0.0351  

RF  95.61%  0.96  0.96  0.96  0.98  0.0439  

ANN  93.85%  0.94  0.94  0.94  0.97  0.049  
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Figure 5. Comparison of quality scores 

 

The proposed hybrid approach use best of the classifiers for reduced features as Support vector machine 

(SVM) for accuracy and precision and produced unchanged accuracy with reduction of features hence SVM can 

be used for superior accuracy with less features and less computation time. And KNN shows less accuracy after 

the reduction of features. For F1 score logistic regression (LR) is showing best results for reduced features. Al-

though error rate is increased for most of the classifiers still it remains acceptable limit for SVM and LR.  

4.6 Computational Analysis: 

(Table 23) is explain that time is improved by 50% which is a significant achievement especially when 

certain level of accuracy and precision is maintained to provide high reliability with fewer features. The proposed 

technique has given a good confidence with less features and improved time.  

 

Table 23. Computational Time  
Classifiers 9 Features 16 Features Time saved 

SVM 0.6  0.21  0.39  

KNN 0.5  0.42  0.08  

ANN 0.33  0.26  0.07  

LR 0.71  0.31  0.4  

RF 0.61  0.23  0.38  

 

V. Conclusion and Future Work 

In thus research paper ANN,KNN, SVM, RF,LR are used, compared and analysis with vision of computational 

gain and reduction of features to a sufficient quantity. A supervised learning framework is used while keeping 

accuracy, precision, F1 score, recall well above the required level of detection of breast cancer. The proposed 

hybrid approach use best of the classifiers for reduced features as Support vector machine (SVM) for accuracy and 

precision and produced unchanged accuracy with reduction of features hence SVM can be used for superior 

accuracy with less features and less computation time. And KNN shows less accuracy after the reduction of 

features. For F1 score logistic regression (LR) is showing best results for reduced features. Although error rate is 

increased for most of the classifiers still it remains acceptable limit for SVM and LR. The time is improved by 

50% which is a significant achievement especially when certain level of accuracy, precision is maintained and 

provides high reliability with fewer features. The proposed technique has given a good confidence with less 

features and improved time. 

 In fact there is a shortage of dynamic structure included in the study while we have obtained stronger outcome 

with the model that use for more sophisticated models will capture dynamic interaction between function .while 

obtaining reliable results and consistency for five algorithm we used, we want to ensure that the findings we have 
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produced are not skewed by the size of our dataset therefore as our dataset is quite outdated more statistical pa-

rameters and advanced technologies would have been accessible in order to acquire more reliable numerical 

results this will also check our research if we were able to define the right parameters from our present and po-

tential datasets in the order to produce ROC curve. Actually comparison of the models that we have used, we will 

like to test other algorithms to evaluate and pursue our quest for strongest predictive model. Thus, the correct 

diagnosis of breast cancer and the classification of patients into malignant or benign groups is the subject of 

further research. 
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